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Figure 1: In a conversation test investigating aspects of audiovisual plausibility and communication behavior, participants
collaborated to find differences between sets of shapes, as shown in (a) and (b). The task was performed under two auralization

conditions and two scene arrangement conditions, distributed (DIST, shown in (a) and (b)) and shadowing (SHAD, shown in (c)). The
virtual room was a replica of the real room (d).

ABSTRACT

Spatial audio representations have been shown to positively impact
user experience in traditional, non-immersive communication me-
dia. While spatial audio also contributes to presence in single-user
immersive VR, its impact in virtual communication scenarios has
not yet been fully understood. This work aims to further inves-
tigate which communication scenarios benefit from spatial audio
representations. We present a study in which pairs of interlocutors
undertake a collaborative task in an audiovisual Virtual Environment
(VE) under different auralization and scene arrangement conditions.
The novel task is designed to encourage simultaneous conversation
and movement, with the aim of increasing the relevance of spatial
hearing. Results are obtained through questionnaires measuring
social presence and plausibility, as well as through conversational
and behavioral analysis. Although participants are shown to favor
binaural auralization over diotic audio in a direct active-listening
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comparison, no significant differences in social presence, plausibil-
ity, or communication behavior could be found. Our results suggest
that spatial audio may not affect user experience in dyadic commu-
nication scenarios where spatial auditory information is not directly
relevant to the considered task.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—HCI and evaluation methods—User studies;
Human-centered computing—Human computer interaction (HCI)—
Interaction paradigms—Virtual reality;

1 INTRODUCTION

Spatial audio may be realized using loudspeakers or through binau-
ral rendering techniques with headphones that leverage interaural
differences to create impressions of localizable sound sources [31],
contrasting with diotic audio, where no interaural differences exist.
Positive effects of spatial audio have been demonstrated in tradi-
tional communication media (e.g. video conferencing systems) in
both listening-only and conversation tests [2, 48, 32, 17, 28], as well
as for hybrid meetings [34]. While traditional communication media
generally do not exhibit any three-dimensional spatiality, social Vir-
tual Reality (VR) technologies allow users to meet and communicate
in shared, immersive Virtual Environments (VEs), thus inherently
supporting spatial and localizable representations of users. Although
spatial audio has been shown to increase presence [12], social pres-
ence [37], and psychological immersion [30] in immersive systems,
these results are from passive studies where participants do not com-
municate during the test. When users interact in the VE, attention
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may be allocated differently, modulating the importance of spatial
audio. Previous work that investigated the effect of spatial auditory
representations of users on communication in immersive VEs did
not uncover significant effects on participant behavior or experience
in an interactive dyadic conversational context [14], potentially due
to a study paradigm where limited movement was required from
participants users. This work aims to further investigate which com-
munication scenarios benefit from spatial audio representations in
VR. We hypothesize that in scenarios where movement is required,
spatial audio will have a positive effect on user experience and be-
havior, due to the increased relevance of spatial hearing that arises
when the location of the participants’ communication partner varies.

We report on a study in which pairs of interlocutors perform a
collaborative conversational task in an audiovisual VE under dif-
ferent auralization and scene arrangement conditions. Results are
obtained through questionnaires measuring social presence and plau-
sibility, as well as through conversational and behavioral analysis.
We introduce a dedicated, spatially-aware study paradigm when
compared to related work [14], in which more motion is required
to complete the study task. Furthermore, we extend the evaluation
methods by means of an additional plausibility questionnaire and
more comprehensive behavioral analysis.

This work represents part of a wider effort to identify techni-
cal characteristics that are important for developing plausible VEs.
Knowledge about the relative influence of various technical fac-
tors, such as avatar characteristics, audio rendering parameters, or
visual fidelity of the VE, is a prerequisite for effective allocation
of computational resources when designing and implementing VR
applications. Providing plausible spatial audio for multiple sound
sources and achieving spatio-temporal alignment with visual infor-
mation represent significant computational and architectural chal-
lenges. Knowledge of the relevance of spatial audio to communi-
cation scenarios is therefore important when developing social VR
systems.

Our research led to the following contributions:

• a novel collaborative conversation task, adapted for VR from
traditional video conferencing evaluation, shown to require
spatial navigation to emphasize the use of spatial hearing even
in dyadic scenarios;

• a conversation study investigating the role of spatial audio
in immersive communication scenarios, finding that even in
collaborative tasks involving movement, no significant effect
of spatial audio on dyadic communication could be shown;

• an active-listening preference test, indicating a significantly
higher preference for spatial audio in direct comparison to
non-spatial;

• analysis data that is made available following an open science
approach1.

2 RELATED WORK

2.1 Audiovisual Plausibility and Presence
Slater [49] proposed that VR systems elicit realistic reactions when
users experience presence (referred to by Slater as Place Illusion),
and plausibility (Plausibility Illusion). Presence is regarded as the
sense of ‘being there’ in a VE, even though one knows that one is not
really there, while plausibility is the sense that the events occurring
in the VE are actually occurring, even though one knows that they
are not. The relationship between presence and plausibility has been
further examined in later works [46, 19], and both constructs have
received attention in the context of evaluating Mixed Reality (MR)
experiences. Social presence, which is the feeling of being in a

1https://github.com/Telecommunication-Telemedia-Assessment/

vr_communication_study_2

VE together with another person, is commonly used to assess the
effectiveness of social MR applications [45, 4, 29]. The degree of
social presence experienced by users can be considered a measure
of the quality of communication media and has been shown to
discriminate between different communication systems and Face-to-
Face (F2F) interactions [45]. Its assessment is typically based on
questionnaires, as in the semantic differential technique [45] or the
Networked Minds Measure [4].

In the research field of virtual acoustics, plausibility is defined
as the degree to which a virtual auditory stimulus conforms to the
listener’s expectation of an equivalent real acoustic event [5, 22],
and can be assessed in listening tests through direct comparison of
real and virtual stimuli [22, 27, 40]. In the VR field, plausibility
relates to the expectations of the user, not only on the sensory and
perceptual levels, but also on a cognitive level; if events that occur
in the VE conflict with the users’ expectations, which could either
arise from real-world experiences or through narratives told within
the VE, then plausibility is reduced [47]. Comparisons with real
stimuli are avoided in the VR field due to the limited visual fidelity
possible on current devices. Instead, questionnaires often specific
to the given context or task have been used to measure plausibil-
ity: Hofer et al. [13] examined the effect of breaks in plausibility
using a three-item questionnaire that measured alignment of the VE
to users’ expectations (e.g. “the rooms I walked through are very
similar to rooms in real life”); and Brübach et al. [8] administered
a questionnaire that was extended to 13 items, which assessed the
plausibility of the behavior of scene objects with respect to both
external plausibility (expectations of the user based on experiences
prior to the study) and internal plausibility (whether the virtual stim-
uli conformed to expectations that were influenced by the narrative
presented during the study).

2.2 Communication Behavior in Social VR

In addition to evaluation methods based on self-reporting, more ob-
jective means of evaluation could be derived from assessment of both
verbal and non-verbal communication behavior. Verbal communi-
cation behavior can be assessed by quantifying turn-taking patterns
that occur during verbal interactions through conversation analy-
sis [38]. Based on a conversational state model of speech, metrics
for dyadic interactions are derived by calculating the frequency and
duration of four possible conversational states [7]: silence, double
talk (when both interlocutors are speaking) and two single talk states
(when only one interlocutor is speaking). This parametric concept
has been utilized for the analysis of both audio-only [9, 32, 42] and
video conferencing [44, 43, 39], showing changes in conversational
structure influenced by quality degradations such as transmission
delay [41].

Changes in non-verbal communication behavior can be quantified
through gestural coding. Smith and Neff [50] assessed changes in
non-verbal behavior in different communication modalities by clas-
sifying gestures into categories, such as referential and backchannel
gestures, in a study evaluating the effect of embodiment in VR.
The authors were able to show that communication and associated
behavioral patterns in embodied VR was more similar to F2F com-
munication than unembodied VR. Further aspects of non-verbal
behavior include assessment of user exploration and movement be-
havior, as studied by Rossi et al. when investigating the influence of
narrative elements in social VR [36] or exploration of dynamic point
clouds [35]. Outside the context of communication scenarios, com-
parable means of exploration behavior based on motion and head
rotation have been analyzed, for example by Robotham et al. [33]
and Hendrikse et al. [11], focusing on the assessment of auditory
aspects.

The effectiveness of communication and communication systems
can also be evaluated by measuring performance in tasks that require
communication, which can include task completion or response
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time [28, 52, 51] and accuracy or error rate [55, 51].

3 STUDY DESCRIPTION

The aim of our work is to investigate how binaural auralization
affects communication in VR. The study designed to address our
research question comprises an interactive audio-visual conversa-
tional communication test in VR using a test paradigm novel for
VR, adapted from classical videoconferencing, cf. Sec. 3.1. The test
was conducted in two strictly consecutive parts: (a) the conversation
test itself followed by (b) an active listening preference test. The
inclusion of a preference test was intended to determine whether par-
ticipants could discriminate between auralization conditions when a
direct comparison was possible without the cognitive load imposed
by a conversational study task.

3.1 Conversation Test Design and Task
The conversation test followed a two-by-two factorial within-subject
design, leading to four consecutive conditions as represented in
Table 1. The independent variables were: the auralization method
used, with binaural spatial audio (SPATIAL) being compared to a
diotic audio representation (DIOTIC), and the scene arrangement.
In the distributed scene arrangement (DIST), the items of interest
for the task are distributed across the room, on the floor, and on
a diamond-shaped table as depicted in Fig. 1, (a) and (b). In the
other scene arrangement (SHAD), the items are all stacked on the
table, as illustrated in Fig. 1 (c). The objects in the second scene
arrangement are deliberately positioned to block the line of sight
between conversation partners. It is noted that a possible break
in audiovisual plausibility was expected, due to the fact that the
audio shadowing effects that would be caused by the cubical items
were not modelled within the audio rendering system, which is
further detailed in Sect. 3.4. The two scene arrangements, DIST
and SHAD, thus allow comparison both with respect to potential
breaks in plausibility as well as behavioral changes due to occlusion
of the conversation partner. The layout of cubic objects were the
same for each participant in both scene arrangements; that is, an
object on the right side of participant one’s set had a corresponding
object on the right of participant two, as shown in Fig. 1c. This
layout enables referencing of similar task objects, while it at the
same time encourages changing distance and angular differences
of the positions and head orientation of the two participants in line
with the goal of increasing the relevance of spatial hearing. To limit
potential order and sequence effects, a balanced latin-square design
was utilized.

Factor Spatial Audio Diotic Audio
Distributed Scene SPATIAL DIST DIOTIC DIST
Occluding Scene SPATIAL SHAD DIOTIC SHAD

Table 1: Overview of conditions and associated names based on
the two independent variables of auralization method and scene
arrangement.

The study task is a version of the Leavitt task, originally proposed
for traditional telemeeting assessment [16], that has been adapted
for a social VR context. The original Leavitt task requires study
participants to identify common items in sets of colored shapes that
are separately presented to each participant, like those shown in
Fig. 2. While the information is naturally separated in the case of
video conferencing by providing participants with sets of shapes on
separate sheets of paper, VR applications typically place users in
a shared space with shared visual references. If participants could
see each other’s sets, the need to converse is diminished. Hence, in
this novel, adapted instance, shapes are presented to each participant
on cubes that are distributed throughout the room. Each cube has a
shape depicted on one side only, facing one participant. Participants

Figure 2: Exemplary sheets of the original Leavitt task for telemeet-
ing assessment as recommended by ITU [16]. Participants must
identify the common shape (in this case, the sun-like symbol).

were instructed not to cross a line dividing the room, to prevent
them from solving the task by moving to view the other person’s
shapes, which would eliminate the need for conversation. In our
test paradigm, the participants’ goal is to identify when shapes on
corresponding cubes were different by communicating with their
partner. Shapes could differ in color, orientation, or form. Three
pairs of cubes with differing shapes were displayed in each study
trial. Participants were instructed to mark the cubes displaying
shapes with differences by touching them with their virtual hand, as
shown in Fig. 1(b). The trial ended once all three differing shapes
were found or after a maximum of five minutes. Task completion
times are evaluated in Fig. 6.

Previous related work by Immohr et al. [14] investigated the effect
of spatial audio in VR communication scenarios based on a different
task to elicit conversation and non-verbal communication, which
did not encourage participants to move around in the VE. In this
work, the novel task was chosen and adapted to encourage partic-
ipant movement and hence emphasize the use of spatial hearing,
even in a two-party conversation. The adaptation of this paradigm
to VR maintains the need for verbal communication, and encour-
ages non-verbal communication like the usage of gestures for shape
description, or for referencing scene objects.

3.2 Participants
In a pre-test with a total of nine dyads, the set-up, testing approach
and duration was verified. The pre-test participants were excluded
from the main test and corresponding data was not considered in
the presented analysis. In the subsequent main test, a total of six-
teen dyads took part in the study, comprised of 32 participants (23
male, 9 female) aged 21-39 (M=26.94, SD=4.02). While nine dyads
were mixed in gender, seven pairs consisted of two male partici-
pants. The gender distribution was a result of participant recruitment
from the university body, combined with the logistical challenges of
scheduling distributed multiparty VR experiments and the mitigation
strategy used for non-attendance. In five dyads, participants reported
that they were not familiar with each other, while in the remaining
eleven pairs, familiarity as classmates, colleagues, or friends was
indicated. Participants also reported prior experience in perception
tests, with sixteen never, thirteen rarely (1-3 times) and three of-
ten participating in such studies before. An approval by the ethics
commission of TU Ilmenau was obtained ahead of the experiment.

3.3 Procedure
Upon arrival at the test laboratories, participants were asked to fill
out a consent form and a short demographic survey. This also in-
cluded recording conversation partner familiarity, general perception
and VR experiment experience as well as hearing abilities and diag-
nosed impairments. All participants were screened for visual acuity
and color vision using the Snellen and Ishihara test charts. While
interpupillary distance (IPD) was not formally measured prior to
the test, all participants underwent the same procedure to ensure
adequate stimuli presentation, during which participants were shown
how to adjust the HMD’s IPD settings, and were instructed to adjust
the IPD until the on-screen text was clearly readable. A training
phase preceded the study, after which the conversation and the active
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Figure 3: Experiment flow diagram.

preference tests were carried out, as shown in Fig. 3. In the training
phase, participants actively explore the virtual environment and per-
form a simplified version of the task, gaining familiarity with each
other, the virtual environment, and the devices used. The experiment
took up to 90min in total. All participants received a compensation
of 18C, equalling 12C per hour.

3.3.1 Conversation Test

The conversation test consisted of four trials, with each trial corre-
sponding to one of the four conditions presented in Table 1. Each
trial started with a short setup phase, in which participants were
assisted to put on the equipment and reminded of the task paradigm.
Subsequently, participants performed the task (cf. Sect. 3.1). Each
trial ended with a post-trial questionnaire as described in Sect. 4
that was presented in a digital form using the UNIPARK2 survey
platform, followed by a short break.

3.3.2 Active Listening Preference Test

After the conversation test, an active listening preference test was
performed. Subsequent to reading through a separate set of in-
structions, participants were placed in an identical VE as in the
conversation test, again with a different set of shapes visible to each
person. Each participant was assigned one of two roles, which was
visually indicated by instruction screens in VR. The order of par-
ticipant roles was determined by the location, with one of two used
rooms always prompting a given role first. While one participant
was prompted to describe their set of shapes, the other participant
was instructed to move freely, actively listen, and switch between
the different auditory representations to determine which one they
preferred. Immediately after listening, the subject was asked to indi-
cate their preferred auditory condition in VR indicated by instruction
screens. Participants were not informed which audio condition was
spatial or diotic and were permitted to choose a neutral response to
indicate no preference. Subsequently, the process was repeated with
reversed roles and unassociable condition labels. After the listening
preference task, subjects took part in an informal post-test interview.

3.4 Study Setup and Data Collection

The setup used in this study is illustrated in Fig. 4. The study
was conducted in two similar ITU-R BT.500 [15] and ITU-T Rec.
P.1301 [16] compliant laboratories. A desktop workstation in each
laboratory hosted a Unity3 application that synchronized scene state
over the network using Photon Unity Networking, and transmitted
speech using Photon4 Voice 2. The experiment flow was controlled
using the bmlTUX framework [3]. An identical set of hardware
components, listed in Table 2, was used in each room. The VE is
displayed on Head-Mounted Displays (HMDs), which track head
and hand poses to animate the subjects’ avatars (c.f. Fig. 1). The
virtual scene is a replica of the real laboratory, as illustrated in Fig. 1.
A diamond-shaped virtual table was placed in the room’s center, with
interlocutors placed on opposite sides of the table. The virtual room

2https://www.unipark.com
3Unity Editor 2020.3.19f
4https://www.photonengine.com/

Component Employed Hardware
HMD Meta Quest Pro (Oculus Link Mode)
Headphones AKG K702
Microphone Meta Quest Pro (integrated)
Audio Interface MOTU M4
Desktop Computer:

CPU Intel Core i7-12700
Memory (RAM) 64GB
Memory (SSD) 2TB Samsung 970 EVO Plus M.2 SSD

GPU NVIDIA GeForce RTX 3090 Ti
OS Windows 11

Table 2: Set of hardware components used for each participant.

was bisected by a yellow line indicating the limit of the explorable
area for each participant.

Questionnaire responses after each trial were recorded with the
UNIPARK2 system. In addition, the complete scene state, including
head and hand orientation and position, as well as speech from
each participant, were recorded for the duration of each trial with a
custom analysis tool that allows recording, immersive re-exploration,
and collaborative analysis of VR studies.

For the spatial audio conditions, position-dynamic binaural au-
ralization was realized with a modified version of the open-source
pyBinSim [25] renderer. A Unity Native Audio Plugin5 was inte-
grated for communicating user position and orientation, as well as
individual source signals, to the binaural renderer via ZeroMQ6.
For the binaural rendering, direct sound, early reflections, and late
reflections are processed separately. The direct sound is dynam-
ically synthesized in pyBinSim with energy scaling according to
the inverse distance law. Here, the SADIE II Head-Related Trans-
fer Function (HRTF) data set (subject D2 - Kemar) [1] was used
alongside the mouth directivity data set (female speech) that comes
with the MCRoomSim toolbox [54]. The reverberation, based on
a Binaural Room Impulse Response (BRIR) measured with a KE-
MAR 45ba head-and-torso simulator, is not position-dynamic, since
Neidhardt et al. showed that within a certain area in front of the
sound source such an approach leads to an impression as plausible as
an entirely measured BRIR dataset [26]. HRTF individualization for
this multi-user study was not attempted to avoid the associated com-
plex logistical and equipment challenges, since recent work points
towards even generic HRTFs providing plausible reproduction with
a head-tracked system [23, 26].

Diotic audio was realized with pyBinSim through a measured
monaural room impulse response, in which the signal energy was
adjusted to fit the binaural case, specifically the energy of the direct
sound of the BRIR at the 0◦ azimuth reference. Distance attenuation
was similarly realized based on the inverse distance law. This was
done to ensure approximately equally distance-dependent loudness
between the presented conditions, regardless of the distance between
users, which became especially relevant for the direct active listening
comparison.

4 EVALUATION AND RESULTS

4.1 Questionnaires
For subjective evaluation, a two-part questionnaire was employed.
The first part was based on the construct of social presence. Partici-
pants rated 16 items using a 7-point Likert scale consisting of sub-
scales of the Networked Minds Social Presence Inventory (NM-SPI),
an established social presence questionnaire [4]. These include ‘Co-
Presence’, ‘Perceived Message Understanding’, and ‘Mutual Assis-
tance’ [10], which were chosen as those were the subscales shown

5https://docs.unity3d.com/Manual/AudioSpatializerSDK
6https://zeromq.org/
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Figure 4: Structural overview of the symmetrical VR study system.
The included recording plugin records scene state, audio signals,
and study events from each Unity application.

to differentiate between communication media according to the orig-
inal validation [4]. Mean scores of the subscales are illustrated in
Fig. 5a-5c. For statistical analysis, we performed posthoc pairwise
comparison employing the Wilcoxon signed-rank test subsequently
to checking the normality assumption using the Shapiro-Wilk test,
which was not confirmed here.

The second part of the questionnaire, on the other hand, was
designed to enable a less context-dependent assessment of quality
and plausibility aspects. This was focusing on stimulus presentation
rather than understanding of the credibility of events in the VE. Here,
participants rated 21 items, listed in Table 3, on a 7-point Likert scale.
These included sub-dimensions related to task difficulty, enjoyment,
interaction, audiovisual quality, and coherence as derived from the
literature. Items were included from previous works [50], alongside
further questions deemed relevant for the study. To avoid any spe-
cific introduction of technical terms and attention steering towards
specific technical aspects, terms like ‘system’, ‘interface’, ‘audio’
and ‘visual quality’ were deliberately omitted. The questionnaire
was completed by participants after each trial. Ratings for three
exemplary items are shown in Fig. 5d-5f. Using the gathered results
of the questionnaire, we performed an exploratory factor analysis.
No significant differences were observed in the mean scores of the
derived factors as a result of the conditions. The derived factor
structure from the full set of questionnaire items is available in the
supplementary material.

4.2 Task Performance
As a measure of task performance, the completion times for each
trial are analyzed as illustrated in Fig. 6. For statistical analysis,
the normality assumption was checked using the Shapiro-Wilk test,
which revealed that normality cannot be assumed. The Wilcoxon
signed-rank test was employed for significance testing. It becomes
evident in Fig. 6a that the task exhibits a significant learning effect
as the completion time decreases with an increasing number of
completed trials , with the first trial being significantly shorter than
the third trial (p = 0.023) as well as the second and third trials being
shorter than the last (p = 0.014, p = 0.048). While no significant
effect of the auralization method was found, tendencies suggest
lower task completion times with spatial over diotic audio in both
scenes.

# Prompt
Enjoyment
Q12 I would have liked to spend more time in the environment.
Q18 The task annoyed me.
Interaction
Q7 I could interact with the environment.
Q11 I was able to interact fluently.
Q15 It felt intuitive to interact with the other person.
Q2 I struggled getting comfortable with the environment.
Task Difficulty
Q8 I had difficulties solving the problem.
Q3 The task would have been easy to solve in real life.
Q16 I was easily distracted from the task.
Audiovisual Quality
Q6 The environment was of high quality.
Q1 The conversation felt natural.
Q10 The environment sounded convincing.
Q19 The environment looked convincing.
Q14 The environment disappointed me.
Coherence
Q4 The boxes fit into the environment.
Q9 The elements of the environment were all of the same quality.
Q17 The environment felt realistic.
Q21 It was easy to move around in the environment.
Q13 I had an influence on the environment.
Percieved Conversation Structure
Q20 I interrupted the other person often.
Q5 I was interrupted often by the other person.

Table 3: Full list of items of the second questionnaire related to
aspects of plausibility. The items were presented in order of the
numbers indicated in the first column.

4.3 Exploration Behavior Analysis

The task paradigm used during the conversational test trials was
designed to encourage participants to move around the VE, by re-
quiring participants to compare and mark cubes distributed in the
virtual space to complete the task. By inspecting the position distri-
bution occupied by participants over the entire experiment, shown in
Fig. 7a, it becomes evident that participants do move around the table
where the cubes are placed. When compared to the heat map derived
from Open Source tracking data available from previous research
into the effect of spatial audio in VR communication [14] (Fig. 7b),
where participants performed a different task, we can see that the task
paradigm used in the current work encourages more movement. Fur-
ther, the average speed as an intrinsically time-normalized measure
of participant movement was analyzed. Fig. 7c - 7d show rotation
and translation speed of participants heads for all trials. After the
normality assumption was confirmed using the Shapiro-Wilk test,
the paired samples t-test was performed. While the distributed scene
arrangement naturally exhibits a significantly increased head rota-
tion speed for both SPATIAL (t(31)= 5.31, p< .0001) and DIOTIC
(t(31) = 5.96, p< 0.0001) as well as translation speed for SPATIAL
(t(31) = 4.62, p < .0001) and DIOTIC (t(31) = 2.77, p = .009), a
significant impact of the auralization could not be confirmed here.

In contrast to traditional communication systems, social VR sup-
ports means of non-verbal communication and behavioral patterns
that are close to face-to-face interaction [50]. As the use of gestures
is considered an important factor in social experiences and group
interactions [18], we also inspected the mean speed of participants’
hands as shown in Fig. 7e. Here, no effect was observed.

4.4 Conversation Analysis

We analyzed the conversational structure using parametric conver-
sation analysis as described in Sect. 2.2. The analysis was applied
to recordings of speech obtained from the recording tool in Unity
(c.f. Sect. 3.4). As all instances of computer mediated communica-
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Plausibility Questionnaire
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(d) “The conversation felt
natural.”
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(e) “The environment
sounded convincing.”
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(f) “The environment felt re-
alistic.”

Figure 5: Questionnaire results. Subfig. 5a-5c show the mean scores
of the factors Co-Presence, Percieved Message Understanding, and
Mutual Assistance of the Networked Minds Social Presence Inven-
tory. Subfig. 5d-5f show ratings for three exemplary questions
relating to plausibility. All items were rated on a 7-point Likert
scale.

tion inherently exhibit transmission delay, each utterance is delayed
by the transmission channel between interlocutors. This leads to
diverging sensory realities, as each participant is subject to a differ-
ent conversational part of the conversation, as indicated from the
surface structure. To accomodate the respective reality as percieved
by each of the two participants per trial, the microphone signal of
the local user as well as the spatialized receiving end of the remote
user were recorded by each client. Subsequent to normalization of
signal levels, a signal-based Voice Activity Detection (VAD) was
performed. As recommended in [7], missing voice activity was only
classified as silence if longer than 200ms, while talkspurts shorter
than 15ms were treated as silence. Based on the derived active
speech patterns, a per-sample representation of states is computed
based on a conversational state model (c.f. Sect. 2.2). From this
representation, further metrics are derived, including state proba-
bilities as ratios of the conversation spent in a given state, as well
as state sojourn times, which are the average duration a given state
has been maintained. On the computed metrics, the normality as-
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Figure 6: Participant preferences and task performance in terms of
trial completion time per trial number (Subfig. 6a) and per condition
(Subfig. 6b). Subfig. 6c shows preferences as reported after active
listening as the final task.

sumption was checked individually employing the Shapiro-Wilk test.
Accordingly, post-hoc pairwise t-tests (parametric) or Wilcoxon
signed-rank tests (non-parametric) were performed with Bonferroni
correction. Results are illustrated in Fig. 8. While a significant effect
of the auralization has not been confirmed, we found significantly
higher probability (W = 108, p = .017) and sojourn time (W = 107,
p = .016) of the ‘mutual silence’ state under the distributed scene
arrangement condition with spatial audio. The same can be ob-
served between DIOTIC SHAD and SPATIAL DIST (state proba-
bility: W = 109, p = .018; sojourn time: W = 96, p = .007) as well
as SPATIAL SHAD and DIOTIC DIST (state probability: W = 71,
p < .001; sojourn time: W = 121, p = .039). This is potentially
corresponding to increased exploratory movement and longer task
completion times also observed for that scene arrangement condi-
tion.

4.5 Active Listening Preference
All participants indicated their preferred auralization method after
active listening as described in Sec. 3.3.2. Results are depicted in
Fig. 6. While 24 participants preferred spatial audio (SPATIAL), 8
participants preferred the non-spatial representation (DIOTIC). No
participants chose the neutral response.

5 DISCUSSION AND LIMITATIONS

The study presented in this work aims to investigate the effect of
auralization techniques on user experience and behavior in VR com-
munication scenarios. While previous work had shown little impact
of spatial audio in such dyadic scenarios [14], we designed a task
that would encourage more movement to increase the significance
of spatial hearing. By analyzing tracking data from this study and
previous work, it can be seen that the task succeeded in requiring
participants to move.

We hypothesized that when participants moved more while con-
versing in the VE, spatial audio would be more noticeable for par-
ticipants. However, responses to questionnaires investigating social
presence and plausibility did not show significant differences caused
by varying the auralization condition. Analysis of recorded scene
state data also did not confirm a significant effect of spatial audio on
behavioral measures. However, the scene arrangement as a context
factor showed an effect on both the verbal behavior, specifically
the conversation structure, and non-verbal behavioral metrics. In
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Exploration Behavior Analysis
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(b) Position distribution of study described in [14].
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Figure 7: Exploration behavior, based on position distribution and movement speed. Subfig. 7a and 7b show user positions during the test as
2D histogram of all uniformly sampled tracking points of all trials. To match the sampling rate of tracking data from the presented study, the
tracking data from [14] was downsampled to 25Hz. White lines enclose the movable area. Gray rectangles represent the virtual table carrying
(parts) of the scene objects relevant to solve the respective task. Subfig. 7c-7e show movement speed of participants.

contrast, direct comparison of the auralization conditions showed
a significant preference for the spatial audio condition. While the
discrepancy between results from the direct comparison in the pref-
erence test and the indirect measurements from the conversation test
is somewhat surprising, there are some reasons that may account for
this.

Evaluation Methods One potential explanation relates to the
contrasting evaluation methods. The questionnaires administered
after each trial did not directly ask participants to evaluate audio
quality aspects, such that participants were not prompted to focus
their attention on audio stimuli. This aimed to avoid distracting
participants from performing the conversation task in a natural man-
ner or leading them to more critically judge the quality of certain
modalities. Instead, questions related to the interaction with the other
person, and judgments on aspects of the environment were prompted.
The indirect and holistic nature of the questions and constructs like
social presence and plausibility could mean that they were not suit-
able for detecting how participants perceived the audio presentation,
although psychoacoustic changes were audible as confirmed in the
preference test. Although current state-of-the-art methods used in
relevant studies [50, 21] for assessing social presence often involve
questionnaires with more than 20 items [4,20,24], such high number
of ratings might limit the accuracy of measurement due to question-
naire fatigue, especially when repeated in within-subject designs.
However, prior work on the effect of spatial audio in video confer-

encing did detect effects from similarly indirect questionnaire items
regarding the perceived degree of interactivity and the feeling of
sharing a space with collaborators [28]. To augment self-reporting
based methods, recent work aims to gain a more robust understand-
ing of objective behavioral indicators (c.f. Sect. 2.2) and motivated
this work as well.

Furthermore, listener expertise plays an important role in listening
test performance of subjects, for example in the context of room
acoustics assessment [53]. With the majority of participants in
our study reporting to be naive in this type of perception tests, the
ability to perceive differences between auralization methods in a
conversational setting might be limited by listening expertise and
experience.

Technical Limitations Further, the presented situation only
exhibited limited acoustic scene complexity, with just two active
speakers in controlled lab environments. The low-reverberance
nature of the used rooms prevents the introduction of unwanted
artifacts to the transmission path, for example, reverberation and
room characteristics captured by the microphones. Although suit-
able and recommended [16] for communication system assessment,
this environment does not exhibit realistic or acoustically complex
listening situations, particularly when the task is performed in a
dyadic constellation. The real and virtual representation of the VE
were kept similar in the visual as well as auditory domain. This
was done to prevent auditory plausibility violations when the head-
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Parametric Conversation Analysis
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Figure 8: Parametric conversation analysis results. Subfig. 8a shows
state probabilites of the four conversation states (c.f. Sect. 2), pro-
viding insights into the conversation surface structure. In this rep-
resentation, the more active speaker in each recorded conversation
is associated as person A. Subfig. 8b illustrates the mean sojourn
times of the same states (the average duration a given state has been
maintained).

set was removed between trials (c.f. Fig. 3), since the subjective
evaluation methods were centered around the related constructs of
social presence and plausibility. Non-verbal communication plays
an important role for both the interaction itself as well as behavioral
analysis for evaluation of technical factors (c.f. Sect. 2.2). While
the user representation enabled gesturing, for example pointing to-
wards items or describing a given shape, the full set of potential
expressions was limited by the system only providing three tracked
six-degrees-of-freedom controllers per user. Although being impor-
tant aspects, facial tracking, posture or finger movement were hence
not represented, potentially limiting the relevance of movements
both for participants and as an evaluation metric.

Task and and Context Limitations The discrepancy between
results from the conversation test and preference test may also relate
to the respective tasks involved. During the conversation test, par-
ticipants’ attention is focused on completing the study task, instead
of evaluating audio quality, and focussing especially on the visual
modality (shape recognition). It may be that the cognitive load of
the study task detracts from the ability to perceive differences in

auditory stimuli. Alternatively, it may be that, although participants
move around the VE, the spatial information provided by the audi-
tory cues is not important enough for the task at hand. In this dyadic
communication scenario, only one other person can be speaking,
meaning that audio cues are not used for differentiating between
speakers. Although spatial audio cues could give information about
the location of the other speaker, the specific context and task may
not require movement fast enough or often enough for that infor-
mation to be significantly helpful. Literature investigating brain
activity during spatial hearing tasks has found that brain activity
in single-stimuli hearing tasks was not modulated as a function of
stimulus location [56].

In this sense, our proposed study paradigm novel for VR may
require further adjustment to generalize well to communication
scenarios. In future work investigating technical factors in social
VR, such as spatial audio, a task should be carefully chosen to
avoid task complexity, which may divert attention from the technical
factor in question, while encouraging actions that emphasize the
factor’s relevance. With respect to our study, a lower task-induced
cognitive load would be achieved by simplifying the number of task
objects (e.g. here number of presented shapes) or by selecting a task
paradigm requiring less visual information. The relevance of spatial
audio for communication in VR can be emphasized by increasing
acoustic scene complexity and further encouraging verbal discussion.
Extending the paradigm to include more interlocutors, meaning that
spatial auditory cues become relevant for identifying the current
speaker, would enable better evaluation of the role of spatial audio in
VR communication scenarios. Work on spatial attention allocation
has shown that processing of spatial stimuli is transient when other
features can be used to distinguish audio streams [6], meaning that
the adjustment of the task to involve three participants may only
increase the relevance of spatial audio when participants have voices
with similar tonal qualities.

6 CONCLUSION AND OUTLOOK

In this work, we investigate the impact of auralization method and
scene arrangement on communication behavior and plausibility per-
ception in social audiovisual VR. We have proposed a novel study
paradigm, adapted from an existing conversation task, that encour-
ages verbal and non-verbal communication between participants, as
well as prompting users to move within the VE. While participants
indicated a clear preference for spatial audio in a direct listening
comparison between auralization conditions, no significant differ-
ences were revealed through analysis of questionnaire responses
or behavioral data in the conversational context. In future work,
we intend to extend this method towards higher communication
complexities and hence more realistic scenarios in relation to both
more life-like interactions as well as to current developments in the
application scope of social VR. Specifically, this could include the
involvement of additional simultaneous participants or acoustically
complex scenes involving further sound sources and/or reverberation.
Furthermore, the scenario could be compared to a real-world face-to-
face interaction as an explicit reference. If the auralization method is
found to affect user behavior and experience in VR, then investigat-
ing its relative influence with respect to other environment factors,
such as avatar and environment appearance, becomes relevant.
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[23] T. Lübeck and C. Pörschmann. Evaluating the plausibility of non-
individual head-related transfer functions in anechoic conditions. In
10th Convention of the European Acoustics Association: Forum Acus-
ticum 2023, 2023.

[24] G. Makransky, L. Lilleholt, and A. Aaby. Development and validation
of the multimodal presence scale for virtual reality environments: A
confirmatory factor analysis and item response theory approach. Com-
puters in Human Behavior, 72:276–285, jul 2017. doi: 10.1016/j.chb.
2017.02.066

[25] A. Neidhardt, F. Klein, N. Knoop, and T. Köllmer. Flexible python
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