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Introduction

Mixed Reality (MR) technology allows people to meet
and communicate in shared interactive virtual environ-
ments (IVEs), providing opportunities for rich social in-
teraction between remote parties, as well as enabling re-
searchers to study inter-personal communication in lab-
oratory scenarios that are controlled, yet highly realis-
tic. Creators often strive to develop plausible IVEs that
match our expectations of real-world communication, by
supporting high-fidelity audiovisual user representations
and virtual environments. The Audiovisual Plausibility
and Experience in Multi-Party Mixed Reality project
(APlausE-MR), part of DFG SPP2236 AUDICTIVE,
aims to investigate how characteristics of audiovisual
IVEs contribute to user experience in MR. Note that we
follow [21] by defining MR to include both Virtual Re-
ality (VR) and Augmented Reality (AR). We hypothe-
size that, in communication contexts, audiovisual factors
can work together in a mutually reinforcing way, such
that imperfections in one modality can be compensated
for by other factors. The project’s research challenges
address identification of factors affecting experiences in
multi-party IVEs, as well as the development of tech-
nologies and evaluation methods required to quantify the
influence of those factors.

This document gives an overview of the research and de-
velopment contributions of the APlausE-MR project to
date, which can be summarized as:

• development of a VR study execution framework
that allows remote participants to communicate in
a realistic audiovisual IVE;

• a collaborative immersive analytics studio and con-
versational analysis framework that allow recording
and post-hoc analysis, re-exploration and annota-
tion of VR experiments;

• technical advancements that allow volumetric avatar
reconstruction at a higher frame rate than the cap-
ture frame rate of cameras used to capture the sub-
ject;

• two studies examining the effect of spatial audio on
users’ experience in multi-party VR communication

scenarios, including the initialization of a question-
naire to measure plausibility.

Study Execution and Analysis Framework

Research in the APlausE-MR project is centered around
multi-party communication studies in IVEs. A study
framework was developed that enables multiple partic-
ipants to meet and communicate in a shared virtual en-
vironment. Software was developed to record the virtual
environment and events that occurred during each study
run for subsequent analysis.

Study IVE

The IVE developed for APlausE-MR studies allows par-
ticipants at remote locations to meet in a shared virtual
environment. Communication is supported by transmis-
sion of voice signals and participant’s movements, which
drive virtual user representations (i.e. avatars) that ap-
pear in the virtual environment. Users may appear as
abstract avatars, with simple head, torso and hand mod-
els that are animated, based on the tracked positions
of a head-mounted display and associated controllers; or
as live-captured, photo-realistic volumetric avatars. The
framework supports the use of realistic virtual environ-
ments, such as those reconstructed using photogrammet-
ric methods.

To identify the influence of different audio spatialization
approaches, a system that allows for fine-grained control
over the audio spatialization pipeline was implemented.
Realistic spatial audio is provided by interfacing with an
extended version of the pyBinSim binaural simulation li-
brary [15]. Spatialized audio sources in the Unity scene
send audio data via a Native Audio Plugin1 to a pyBin-
Sim server that applies binaural simulation processing.
PyBinSim synthesizes direct sound dynamically, based
on the SADIE II HRTF data set (subject D2 - Kemar)
[1] and the mouth directivity dataset female speech pro-
vided with the toolbox MCRoomSim [26]. The rever-
beration, based on a BRIR measured with a KEMAR
45ba head-and-torso simulator, is not position-dynamic,
since it was shown that within a certain area in front of
the sound source this approach leads to an impression as

1docs.unity3d.com/Manual/AudioSpatializerSDK.html
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plausible as an entirely measured BRIR dataset [16].

The IVE is implemented in the Unity game engine, using
Photon Voice for voice transmission, and Photon Unity
Networking for distribution of the scene state2. The ex-
periment flow is controlled using the bmlTUX frame-
work [3].

Immersive Analytics Studio

Analysis of users’ verbal and non-verbal behavior in IVEs
can be used to quantify the influence of environment
factors [24, 7]. For this reason, detailed recordings of
user behavior are valuable, supporting in-depth analy-
sis. Various systems that facilitate recording user behav-
ior in IVEs and immersive analysis through playback of
recorded data have been proposed [9, 8, 12]. However,
existing systems are limited in that they do not support
collaborative analysis, which is a key benefit of immer-
sive analytics systems [6]. For the APlausE-MR project,
we developed the Collaborative Immersive Analytics Stu-
dio (CIAS), which enables the collaborative analysis of
user behavior recordings. Synchronous recording of par-
ticipant’s microphone and speaker audio, as well as of
changes in their respective virtual scenes, can be cre-
ated. Recorded data can be read and replayed to facil-
itate immersive collaborative re-exploration and analy-
sis of user behavior in the virtual environment. Immer-
sive re-exploration means that researchers can experience
playback of recordings in immersive VR while being able
to navigate freely in the IVE.

The CIAS provides tools for both automated and man-
ual analysis of recorded user studies. To support man-
ual identification and classification of certain behaviors
(behavioral coding), analysts have the ability to create
and share annotations for temporal intervals that can be
associated with particular objects in the virtual scene.
Temporal navigation to the start of a selected annotation
is supported to reduce the need to search for temporal
points of interest.

Automated analysis of study data is provided through
a query interface. Analysts can create queries using a
query language similar to that proposed by Marquardt et
al. [14], resulting in automated detection of events based
on distance, velocity, containment, gaze, audio level, and
movement criteria. Detected events are visualized as an-
notations that are shared between analysts.

As the playback of recorded spatialized audio in a virtual
environment does not necessarily provide a correct spa-
tial audio experience to analysts who can navigate freely
in the virtual environment, re-spatialization of recorded
user audio is required to provide analysts with an au-
dio experience that is as close as possible to the original
study context. This is implemented by recording the mi-
crophone audio of each study participant, which is subse-
quently aligned for synchronous playback and spatialized
during analysis sessions.

2photonengine.com

Volumetric Avatar Research

Volumetric avatars are photo-realistic user representa-
tions that are reconstructed and transmitted to remote
locations in real time [5, 25]. Their ability to capture
full-body movements and gestures facilitates rich com-
munication in social MR scenarios. The APlausE-MR
project aims for development of an IVE that includes
highly realistic user representations. To this end, we pro-
pose an approach for doubling the reconstruction frame
rates of volumetric avatars, using commercially available
RGBD cameras [19]. Increasing the reconstruction frame
rate, in our case from 30 to 60 FPS, aims to achieve
smoother reconstructed motion, and avoid judder effects
when avatars are rendered on VR displays with refresh
rates of 60+ FPS. Our method divides the available cam-
eras into two capture groups. While all cameras capture
RGBD images at 30 FPS, one group is temporally offset,
such that a 60 FPS stream is created. To avoid flick-
ering artifacts, temporal fusion is applied to produce a
temporally coherent volumetric avatar stream.

Multi-Party Virtual Reality Communica-
tion Studies

Due to the complex multi-modal nature of IVEs, there
are many system characteristics that can affect users’
perception and experience. These include technical fac-
tors, like visual and auditory fidelity, and the system’s
support for natural interactions [23]. To evaluate and
compare immersive systems, researchers have developed
generalizable constructs. One such construct, social pres-
ence, is commonly used in the context of communication
systems, and has also been investigated in the context of
IVEs [24, 13]. While traditional video conferencing sys-
tems and associated evaluation methods have been thor-
oughly studied and standardized, factors influencing au-
diovisual plausibility and social presence in multi-modal
IVEs need to be investigated further. To this end, suit-
able evaluation methods need to be identified and estab-
lished.

One factor shown to positively impact experience in com-
munication scenarios is spatial auditory representation,
both in traditional conferencing systems [2, 23, 18, 22] for
listening-only and conversation tests as well as more im-
mersive systems, although only in passive listening-only
studies [17]. In APlausE-MR, we began by investigat-
ing the effect of realistic spatial audio as one influencing
factor in an interactive conversational context by con-
ducting two interactive communication studies in multi-
modal VR.

Study 1: Dyadic negotiation scenario

We conducted an initial proof-of-concept study to eval-
uate the influence of spatial audio on users’ experience
during an interactive two-party conversation in VR. Par-
ticipants completed a within-subject negotiation task
paradigm adapted from [24], based on a visual refer-
ence, in three conditions: a real-world face-to-face condi-
tion (F2F); a VR condition with spatial audio, realized
through position-dynamic binaural synthesis; and a VR
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condition with purely diotic audio representation. The
study setup was based on the Study Execution Frame-
work as described above. For evaluation, social pres-
ence and participant preferences were assessed subjec-
tively through questionnaires and an informal post-study
interview. For objective analysis, behavioral assessment
was performed based on speech and camera video record-
ings. This included the assessment of non-verbal behav-
ior through gestural analysis and the conversational turn-
taking behavior based on a parametric conversation anal-
ysis approach.

This initial study, which served as proof-of-concept for
the study execution framework, revealed tendencies for
improvements with binaural over diotic audio regarding
social presence, without significant effect on the indirect
measures, potentially due to the chosen communication
scenario. F2F interaction could be distinguished by sub-
jective and objective metrics. While most participants
indicated that F2F was most preferred, the VR condition
without spatial audio was least preferred. A contribution
detailing this work was presented at the ACM IMX 2023
conference [10].

Study 2: Dyadic collaboration scenario

Building on the insights of the first study, a second study
investigates the effect of binaural spatial audio on plau-
sibility, social presence and communication behavior in
IVEs. We revised the test method by adjusting the task
and the subjective measurement instrument in the form
of an adapted post-trial questionnaire. Therefore, the
study aimed to provide insight into the suitability of this
test method to discriminate conditions within the same
communication medium. The test employed a ‘spot-the-
differences’ task, which is a VR adaptation of the Leavitt
task used in traditional video conferencing assessments
[11]. Participants were instructed to identify differences
between colored shapes represented individually on boxes
placed in the virtual environment. The boxes were dis-
tributed to encourage participant movement and empha-
size the use of spatial hearing. The test consisted of four
conditions, comparing spatial to diotic audio in two dif-
ferent scenes. To extend upon existing, often context-
dependent, methods for evaluation, a questionnaire was
designed to enable the assessment of quality and plausi-
bility aspects. This included sub-dimensions related to
task, enjoyment, interaction, quality and coherence as
derived from the literature. Participants completed the
questionnaire, as well as an established social presence
inventory, after each trial. In addition to subjective rat-
ings, the whole scene, including participant behavior, was
recorded using the CIAS as detailed above. After the fi-
nal condition, a short active listening preference test was
conducted in VR, where one participant was prompted
to speak, and the second participant was instructed to
actively listen and switch between the audio conditions,
before providing a preference indication based on not as-
sociable labels.

The study revealed that the holistic subjective metrics of
social presence and plausibility used could not distinguish

the conditions in a conversational situation. Therefore,
a significant impact of spatial audio over a diotic repre-
sentation on these metrics could not be shown. However,
in the direct comparison used as second part of each test
run, spatial audio was significantly preferred. A publi-
cation of this study, including in-depth conversation and
behavioral analysis, is currently under preparation.

Conclusion and Future Work

In the APlausE-MR project, we have developed a high-
fidelity audiovisual IVE for conducting, recording, and
analyzing studies. The studies performed so far have
given us insight into evaluation methods for multi-party
communication scenarios in VR, and are set to inform
the design of subsequent studies.

Results from the described studies suggest that spatial
audio has little effect on holistic measures of the users’ ex-
perience, like responses to social presence questionnaires
and objective metrics derived from behavioral analy-
sis. One potential explanation for this is the relative
simplicity of the communication scenario presented to
participants. Both study scenarios featured one-on-one
communication, limiting the auditory scene complexity.
In upcoming studies, additional participants will be in-
cluded, emphasizing the use of spatial hearing for discern-
ing which conversation partner is speaking, assuming a
greater effect on user experience in scenarios with more
than two speakers.

The work planned for the remainder of the project fo-
cuses on further studies that expand the existing scenar-
ios by including higher communication complexity, e.g.,
with more participants, extending the variety of MR dis-
plays used, and including realistic user representations in
the form of volumetric avatars.

APlausE-MR aims to examine the effect of visual VE
characteristics on users’ experience, as well as the effect of
audio VE characteristics. Accordingly, subsequent stud-
ies will integrate volumetric avatars into the study sce-
narios. This will enable comparison of volumetric avatars
against abstract avatars, as well as supporting closer in-
vestigation of the importance of volumetric avatar char-
acteristics such as frame rate and reconstruction resolu-
tion.

Study scenarios will also be expanded to include a second
type of MR visual display, namely stereoscopic projection
screens. The projection screens allow true mixed-reality
scenarios, where one collocated group, viewing the vir-
tual scene through one screen, can communicate with a
remote group viewing the virtual scene through a second
projection screen in a separate physical location [4]. This
configuration gives us the opportunity to study how com-
munication is affected when some communication part-
ners are remote, while others are located in a shared phys-
ical space.
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