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(a) Four participants in two locations. (b) Participant POV. (c) Volumetric (VOLU) avatars. (d) Abstract (ABST) avatars.

Figure 1: Groups of four participants (split into collocated pairs) communicate through a group-to-group telepresence system
based on two multi-user projection screens (1a). Each person can see and hear the three other participants; one collocated, and
two remote (1b). Remote participants are represented either as volumetric (VOLU) avatars (1c) or abstract ABST avatars (1d).

ABSTRACT

Group-to-group telepresence systems immerse geographically sep-
arated groups in a shared interaction space where remote users are
represented as avatars. Notably, such systems allow users to in-
teract with collocated and remote interlocutors simultaneously. In
this context, where virtual user representations can be directly com-
pared with real users, we investigate how visual realism (avatar
type) and aural realism (presence of spatial audio) affect commu-
nication. Furthermore, we examine how communication differs
between collocated and remote pairs of interlocutors. In our user
study, groups of four participants perform a collaborative conversa-
tion task under the aforementioned visual and aural realism condi-
tions. Our results indicate that avatar realism has positive effects on
subjective ratings of perceived message understanding and group
cohesion, and yields behavioural differences that indicate more in-
teractivity and engagement. Few significant effects of aural realism
were observed. Comparisons between collocated and remote com-
munication found that collocated communication was perceived as
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more effective, but that more visual attention was paid to both re-
mote participants than the collocated user.

Index Terms: Telepresence, Mixed reality, Mediated communica-
tion, Avatars, Spatial audio.

1 INTRODUCTION

A profound shift in societal attitudes towards remote working and
collaboration has increased the demand for effective communica-
tion tools for physically distributed parties. Accordingly, telepres-
ence technologies have received increased interest [64, 15, 70, 27].
Telepresence systems establish a shared sense of presence among
geographically separated users [11] by immersing them in a com-
mon interaction space, where remote users are embodied by avatars.
The non-verbal cues that avatars can convey and the spatial context
that allows understanding of those cues enable natural communica-
tion, which has proven effective in contexts where building trust,
sharing emotions, and explaining ideas are crucial [70].

Remote communication often encompasses collaboration be-
tween multiple remote groups, where each group consists of two or
more collocated persons. However, despite the availability of im-
mersive multi-user telepresence technologies [34, 5, 75], few stud-
ies have been conducted in telepresence scenarios with more than
one person in each collocated party [5, 50, 51], leaving many ques-
tions about group-to-group telepresence unanswered. For example,
it is not known if the combination of real and virtual stimuli affects
the perceived quality or plausibility of virtual stimuli, or how dif-
ferent modalities and characteristics of the virtual stimuli contribute
to supporting communication. There are also limited guidelines for
assessing the effectiveness of these communication systems.

To address this knowledge gap, we designed and conducted a
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group-to-group telepresence user study. Four participants, two in
each collocated group, performed a conversation task while using
a telepresence system based on two multi-user projection screens
located at different sites. The visual and aural realism of the remote
users’ representations were controlled as an independent variable,
with participants performing a collaborative activity that simulates
a goal-oriented meeting under each condition. We collected partic-
ipants’ impressions of communication with collocated and remote
colleagues, and recorded movement and speech data for analysis.

With the subjective and objective data from our user study, we
aim to answer three research questions (RQs). RQ1 is: how does
the visual realism of remote users’ avatars affect communica-
tion in group-to-group telepresence? Research has indicated that
volumetric avatars, which are generated in real-time from colour
and depth image streams, and therefore exhibit high levels of re-
alism, are preferred over avatars created by animating computer-
generated 3D models [73, 13, 16, 3, 74, 33]. However, this has
not been verified in a group-to-group telepresence context, where
virtual stimuli can be compared directly against real users.

RQ2 is: how does spatial processing of remote users’ voices
affect communication in group-to-group telepresence? Spa-
tial audio has shown positive effects in audio-only and video-
conferencing communication and non-interactive immersive con-
texts [4, 55, 32, 63, 48], but the methods and scenarios tra-
ditionally used to quantify its positive influence have not been
able to elicit measurable effects in immersive communication sys-
tems [24, 25, 26]. The group-to-group telepresence context presents
a scenario with multiple audio sources, and where virtual sources
can be directly compared to real sources, potentially increasing the
measurable impact of spatial audio.

Finally, RQ3 is: how does communication between collo-
cated users differ from communication between remote users
in group-to-group telepresence? In an ideal system, the medium
should disappear; that is, a user’s communication with remote
colleagues should not differ from that with collocated colleagues.
Identifying differences and their underlying causes would support
the development of effective telepresence systems.

This work provides the following contributions:
• The design, implementation and evaluation of a group-to-

group telepresence user study, in which groups of four partic-
ipants, distributed in pairs between two remote physical loca-
tions, communicate to solve a collaborative conversation task
under different virtual environment conditions.

• An investigation of the effect of two facets of the virtual
user representation (avatar appearance and spatial audio) on
communication behaviour and user experience, finding evi-
dence that employing volumetric avatars instead of abstract
tracked avatars improves perceived message understanding
and group cohesion, and yields behavioural differences that
indicate more interactive communication.

• A comparison of communication behaviour between remote
and collocated pairs of participants, finding that collocated
communication was perceived as more effective, but that more
visual attention was paid to remote participants.

Our work informs the development of effective group-to-group
telepresence systems and provides a reference for future analysis of
simultaneous communication with collocated and remote users.

2 RELATED WORK

While the meaning of the term telepresence has evolved over time,
the definition most relevant in this work is “the use of technology
to establish a sense of shared presence or shared space among ge-
ographically separated members of a group” [11]. The sense of
shared presence is usually fostered by representing remote users
virtually as avatars in a shared interaction space. Immersion in the

shared environment means that users can contextualise directional
non-verbal cues conveyed by the avatars, like pointing gestures and
eye movements. Telepresence technologies for remote commu-
nication between individuals have received attention for decades
[34, 19, 42, 53, 44] and have attained impressive realism by recon-
structing high-fidelity, real-time user representations [49, 40, 67].

2.1 Group-to-Group Telepresence
Most telepresence systems only support one user per physical loca-
tion. In contrast, group-to-group telepresence systems allow groups
of collocated users to communicate with other groups in remote lo-
cations. A prerequisite is that each collocated user receives their
own perspective-correct view of the virtual stimuli. This, along
with the challenge of reconstructing and transmitting multiple user
representations, means that group-to-group virtual communication
has received less attention than one-to-one systems.

Beck et al. developed a group-to-group telepresence system
that allows two groups of up to six collocated users to meet in a
shared virtual workspace [5]. Each user sees their own perspective-
correct stereoscopic view of the virtual scene on a multi-user pro-
jection screen [38]. More recently, consumer Head-Mounted Dis-
plays (HMDs) that enable the real environment and spatially an-
chored virtual content to be perceived simultaneously have been re-
leased12. By registering many devices into a shared coordinate sys-
tem, collocated users perceive consistent views of the virtual scene.
Irlitti et al. [27] perform a qualitative analysis of asymmetric HMD
telepresence scenario, finding that collocated and remote collabo-
rations were based on similar communication techniques.

Unlike previous work on group-to-group telepresence, we inves-
tigate the effect of visual and aural realism, while extending qual-
itative analyses of communication in existing works by extracting
quantitative behavioural and conversational metrics.

2.2 Avatar Realism in Telepresence
The effect of avatar realism has received attention in previous work
on one-to-one telepresence and virtual humans more generally,
where a distinction between behavioural realism (how much the
avatar moves like their physical counterpart) and appearance real-
ism (how much the avatar looks like a human) is drawn [8]. Avatars
can be categorised into tracked avatars, which are pre-generated
models that are animated by the user’s movements, and recon-
structed avatars, which are generated from real-time image streams
[65]. The increased accessibility of technologies for real-time re-
construction of avatars, including the availability of consumer depth
cameras, means that a high degree of visual and behavioural realism
is now possible for reconstructed avatars, also known as volumetric
avatars [13, 12, 56]. The 3D models required for tracked avatars
can also be created quickly using photogrammetry techniques and
animated by data from a combination of sensors that track body
movements, facial expressions and gaze direction [74].

Various works have compared volumetric avatars to tracked
avatars, finding that volumetric avatars perform better in terms of
social presence [74, 13, 33], collaborative task performance [16]
(although this may be task-dependent [74]), trustworthiness [3] and
positive affinity [73]. Tracked avatars often suffer from limited be-
havioural realism, due to inadequate reconstruction of facial expres-
sions and eye movements [3, 13, 16, 33, 73]. When those features
were present [74], participants still rated volumetric avatars higher
on humanness and social presence, perhaps due to the remaining
deficiencies in tracking quality. However, volumetric avatars incur
additional computational and hardware costs, meaning that it is im-
portant to quantify their effect in a group-to-group setting, where
reconstruction of multiple users magnifies those costs.

1https://www.microsoft.com/hololens
2https://www.meta.com/quest
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2.3 Spatial Audio
Spatial audio leverages interaural differences to create the impres-
sion that sounds are produced by a source that is placed in a par-
ticular location. In audio- and video-conferencing systems, spatial
audio has been shown to have positive effects on memory and com-
prehension [4], intelligibility and listening effort / cognitive load
[55, 32], and interactivity and social presence [48]. In immer-
sive telepresence systems, spatial processing can be applied to the
voices of remote users to localize them in the shared space. Studies
in immersive systems have shown positive effects of spatial audio
on presence [22], social presence [57], and psychological immer-
sion [54], although these results are from perception-only studies
where participants do not communicate during the test. Previous
work that did investigate spatial audio in immersive communication
contexts did not uncover significant effects on participant behaviour
or reported social presence, either in dyadic [26, 25] or triadic [24]
conversational contexts. In this work, we examine the effect of spa-
tial audio in a group-to-group telepresence context where multiple
audio sources, real and virtual, are present in a reverberant room.
We investigate whether the higher degree of communication and
acoustic scene complexity leads to a greater utility of spatial audio,
therefore producing a measurable effect on communication-related
participant ratings and behavioural metrics.

2.4 Behavioural Analysis in Telepresence
Quantifying users’ verbal and non-verbal actions produces objec-
tive measures of communication behaviour that supplement subjec-
tive questionnaire responses (which may be affected by the cogni-
tive load induced by a communication task). Links between differ-
ent behaviours and high-level user states [59] and constructs like
social presence [21] have been explored. Indicators that can be ex-
tracted from recorded tracking and audio data without manual in-
tervention include proxemics states [71, 20], movement synchrony
[43], conversational structure metrics [10, 61, 55, 60], and gaze be-
haviour. Faster conversational turn-taking, a greater degree of over-
lap between speakers, and shorter pauses between turns are associ-
ated with increased interactivity [61]. Gaze direction can be used
to extract metrics quantifying how much time is spent looking at
different gaze targets, and how often focus is shifted between gaze
targets. Amount of fixation on a target has been used to quantify the
degree of engagement during social interactions [28], while shorter
fixations have also been associated with engagement, as people
scan interlocutors’ faces [6]. Otsuka [51] performs a thorough be-
havioural analysis of recorded conversations in a communication
scenario where remote participants are embodied by kinetic robots,
comparing behaviour between mediated and unmediated contexts.
We take a similar approach in using behavioural metrics to compare
communication between experimental conditions, and to compare
collocated and remote interactions.

3 USER STUDY

To study communication in group-to-group telepresence, we de-
signed a four-party user study in which each participant interacted
with collocated and remote users simultaneously. The participants
in each group were split into two collocated pairs.

The group-to-group scenario requires that participants perceive
perspective-correct virtual stimuli (representing the remote users)
and the real surroundings (including the collocated user) simulta-
neously. This is made possible in this work by a multi-user stereo-
scopic projection system based on Digital Projection INSIGHT 4k
HFR 360 projectors. A key benefit of this system is that real stimuli
can be seen directly through the active shutter glasses, in contrast
with video see-through head-worn Mixed Reality (MR) devices that
capture and reproduce the real environment on their display, po-
tentially suffering from image warping. Optical see-through MR
devices could be used in a similar way, but their field-of-view is

typically quite limited. Allowing unmediated perception of the real
environment means that we can evaluate the effect of combining
real and virtual stimuli in a communication scenario. More details
about the technical setup are given in Section 3.5.

To simulate a meeting scenario, participants solve a series of col-
laborative discussion tasks, explained in more detail below. The
realism of the visual and aural representations of remote users
was varied systematically in each trial of the study. While par-
ticipants engaged in the task, their movements and voice signals
were recorded. After each discussion task, participants responded
to questionnaires. The following sections describe the study design
and technical setup in more detail. Approval for the study was ob-
tained from the ethics committee of TU Ilmenau (Ethikkomission
der TU Ilmenau).

3.1 Independent Variables

In line with our research questions, the two independent variables
controlled during the study were the visual realism of the remote
users’ avatars and the aural spatial realism of their voice signals.

Conducting a joint investigation into the effect of visual and au-
ral realism factors means that results can reveal the relative impact
of changes to each variable, as well as potential audiovisual inter-
action effects, which have been observed in video quality assess-
ments [17]. This information can guide allocation of computation
resources when developing MR applications for communication.

The avatar realism variable had two levels, shown in Figures 1c
and 1d. Remote users were either represented as volumetric avatars,
reconstructed in real time using images from colour and depth cam-
eras (labelled as the VOLU condition), or less realistic, “abstract”
avatars, consisting of simple head, hand and torso geometry that
was animated by the motions of the user (ABST). These levels
provide two strongly contrasting levels of realism. The volumetric
avatars have a higher degree of appearance and behavioural realism,
in that they appear more like a human (all body parts are present,
and are coloured correctly with respect to the real person) and con-
vey most of the users’ movements. We note that the eyes of the
volumetric avatars are occluded due to the shutter glasses that must
be worn to use the projection system. Since the abstract avatars are
animated by the users’ movements, they can convey head and hand
movements, but not gaze direction, facial expressions, or move-
ments of other parts of the body (including finger movements). The
appearance and behavioural realism of the abstract avatar are both
low to avoid uncanny impressions that may arise when appearance
and behavioural realism levels are not coherent. By choosing avatar
types with contrasting levels of realism, we aimed to elicit notice-
able differences in subjective and objective measures.

The two types of aural spatial realism are: the spatialised con-
dition (SPAT), where binaural processing was applied to remote
users’ voices, supporting localisation of the sound in the respective
real environment; and the diotic condition (DIOT), where no spa-
tial processing is applied, with listeners receiving the same signal
in each ear. Like the visual realism variable, we chose strongly con-
trasting levels of aural spatial realism. During the study, each group
performed one trial for each of the four combinations of conditions
(VOLU+SPAT, VOLU+DIOT, ABST+SPAT, ABST+DIOT).

3.2 Conversation Task

During each trial, participants completed a version of the Survival
Task from ITU-T Rec. P.1301 Appx.VI [30, 62], which was orig-
inally designed for the assessment of traditional telemeeting sys-
tems. Before the trial, each participant was given the description of
a ‘survival’ scenario and a list of three items. The group then had
the task to select six out of the twelve objects that would best help
them survive in the given scenario. Scenario descriptions and items
for the mountains, sea, moon, desert, and winter scenarios were
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used from the recommendation. Some item descriptions and im-
ages were adjusted for clarity. The scenario descriptions and item
lists used during the experiment are shown in Appendix B.

Participants were given one minute before each discussion task
to read the scenario and their item list, provided on an A6 piece of
paper. The group was given 8 minutes to select their items, with an
audible warning signal played after 7 minutes. Participants could
hold the scenario description and item paper throughout the trial.
The study supervisor monitored the conversation and ended the trial
if a consensus was reached between the participants.

The survival task was chosen because it instigates more natu-
ral, free-flowing discussion between group members than struc-
tured conversational tasks where turn-taking is more rigid (such
as the celebrity name guessing game) [30]. This made the task a
good approximation of a work meeting where colleagues collabo-
rate to decide on a strategy by exchanging views and finding a con-
sensus. The distribution of items between participants meant that
each group member had to contribute to the discussion, mitigating
the dominance of more talkative group members by encouraging
speaking time to be split more evenly among group members. Par-
ticipants were given time to read the task before the trial to avoid
silent reading time during the trials. The purely conversational na-
ture of the task meant that movement was not required, which was
beneficial due to the limited extent of the avatar capture space.

3.3 Data Collection
Throughout each trial, audio from participants’ microphones was
recorded, along with the tracked poses of their head and hands, for
behavioural and conversational analysis.

After each trial, each participant answered a questionnaire made
up of three sections: part one, addressing communication with their
collocated participant; part two, addressing communication with
the remote users; and part three, which addressed general group
communication during the trial. In parts one and two, participants
indicated their level of agreement with statements relating to Per-
ceived Message Understanding, a subscale of the Networked Minds
questionnaire [7]. Part two also contained six additional statements
about the remote users’ visual and audio representations. In part
three, six statements queried the perceived naturalness, sense of
togetherness, and success of the conversation with respect to the
conversation task. Additionally, participants rated the overall expe-
rience during each trial and indicated their current level of discom-
fort, yielding 26 questions in total (shown in Table 1). A 7-point
Likert scale was used for all questions, where 7 indicated that they
agreed with the given statement. Question order was fixed through-
out the experiment to maintain a clear relationship between section
and participant group, at the expense of potential order effects.

After the fourth trial, participants completed a final question-
naire, in which they ranked the trials in order of preference and
reported their level of familiarity with the other participants (whose
identity was not known to them before the study). They could also
answer an open question about their experience during the study.

3.4 Study Procedure
On arrival, participants were given an information sheet and asked
to complete a consent form and a short demographic survey. After
putting on the necessary equipment, participants completed an in-
troduction round, in which they introduced themselves to the rest
of the group. While introduction rounds in group conversation tests
are often performed in a face-to-face context, the distance between
the city locations of the projection screens made this impractical
for our study. The introduction and training rounds were instead
performed under the most realistic test condition (VOLU+SPAT).

Participants then completed a training round of the conversation
task, followed by four trials, each with a different condition. The
condition order over the four trials was varied using a balanced
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Figure 2: Participants in each location are instructed to stay within
marked 1 m× 1 m squares in front of the projection screen (left).
The coordinate spaces of locations A and B are aligned in the vir-
tual world so that participants are 1.5 m from their nearest remote
participant (right). Each participant has one collocated teammate,
one remote opposite teammate, and one remote adjacent teammate.
During gaze analysis, the angle θ between the participant’s viewing
vector ve and the vector from their eye to another participant’s head
vp is used to derive gaze state.

Latin square design. After the fourth trial, the final questionnaire
was administered. Question responses were given with the UNI-
PARK [66] platform, using PCs that were placed apart to avoid par-
ticipant communication between trials. The user study took up to
90 minutes and participation was compensated with 20C.

During each trial, participants were directed to stay within
marked 1 m×1 m squares. The centres of the squares in each loca-
tion were 1.5m apart, and the placement of each projection screen
in the shared virtual space meant that the participants’ locations
formed a 1.5 m×1.5 m square (see Figure 2). We henceforth refer
to the person in a user’s real space as their collocated teammate,
while the others are referred to as the remote opposite and remote
adjacent teammates, as shown in the image. The distance between
each participant and their collocated teammate was the same as the
virtual distance between the participants and their remote adjacent
teammate. This arrangement aimed to prevent proximity differ-
ences from affecting the interaction between participants. Partic-
ipants occupied the same square for all trials, so always had the
same collocated partner, because the distance between the lab sites
meant that changing locations during the study was impractical.

3.4.1 Participants

A total of 18 groups completed the study. Two study runs were
excluded due to technical problems interrupting the experiment,
leaving 16 groups made up of 64 participants (33 male, 29 female,
2 diverse) aged 23-36 years (M=26.9, SD=3.1). 14 groups were
mixed in gender, one was all-male and one all-female. The level
of familiarity between participants was generally low, with 80.2 %
of participants’ responses indicating “no familiarity” when asked to
rate familiarity with teammates. However, there were only 3 groups
where participants reported no familiarity with each other at all.

3.5 Study Setup

The user study was based on a Unity application built with Unity
version 2021.3.26f1. One PC per participant hosted an instance
of the application, while a further instance ran on a control PC,
enabling the study supervisor to control the experiment flow.
PCs were equipped with an Intel(R) Core(TM) i9-9900X CPU at
3.50 GHz, and a NVIDIA Quadro RTX 6000 GPU. Distribution
logic was handled by the VRSYS-Core framework3, which in turn
leverages Unity Netcode to distribute game object transforms (i.e.

3https://github.com/vrsys/vrsys-core
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Figure 3: Equipment worn by each user: tracked shutter glasses,
microphone, headphones, and hand-tracking targets. Right: track-
ing marker artefacts before (above) and after mitigation (below).

the poses of the abstract avatars’ head, hand and torso geome-
try) and ODIN 4Player voice chat SDK to transmit participants’
voices4. An open-source recording plugin was used to record par-
ticipants’ head and hand poses and microphone signals [39].

In each location, two participants stood in front of a multi-user
stereoscopic projection screen (of size 4.32 m×2.32 m in location
A and 5.00 m×2.65 m in location B), on which their remote conver-
sation partners’ avatars were displayed. The projection system pro-
vides each user with individual, perspective-correct stereo image
streams at 60 Hz. Participants wore Volfoni Edge shutter glasses to
enable separate images to be perceived by each eye. Each pair of
glasses was tracked by an outside-in Infrared (IR) optical tracking
system [1], required for correct projection, spatial audio rendering
and animation of abstract avatars. Motion-to-photon latency of the
display system was measured at 140 ms. Participants wore ART
hand-tracking targets to animate the hands of their avatar, as well
as microphones and headphones for audio transmission (Figure 3).

3.5.1 Avatar Reconstruction
Under the VOLU condition, avatars were reconstructed in real-time
from colour and depth image streams captured at a rate of 30 Hz
with respective pixel resolutions of 1280x720 and 640x576 using
four Microsoft Azure Kinect cameras per location. Prior to the
study, the cameras in each location were registered into the coor-
dinate space of the IR tracking system. At runtime, images were
retrieved from the cameras and passed to a reconstruction pipeline.
The pipeline was implemented using OpenGL and GLSL, as well
as C++ for CPU-GPU transfer, compression, and transmission op-
erations. It begins with a texture processing stage, where the depth
maps are downsampled, cleaned and filtered. A downsampling fac-
tor of 0.32 was applied for the depth maps, so that avatar frames
could be reconstructed and transmitted consistently at 30 Hz. Tri-
angles are generated by joining vertices created by unprojecting
neighbouring depth pixels from the processed depth images, pro-
vided a maximum depth disparity between neighbouring pixels is
not exceeded [68]. For efficient GPU-based outprojection of tri-
angle meshes, we employ compact occupancy tables inspired by
those used by the Marching Cubes algorithm [41], which specify
the triangle configuration to be extracted from a 2× 2 depth texel
neighbourhood in a branch-free manner.

The meshoptimizer library5 is used to remove redundant vertex
data, reduce vertex cache misses [35], and simplify the mesh, re-
sulting in approximately 20k triangles per reconstructed user. Final
colour textures were created from the RGB views of each Kinect
camera by pre-blending contributions per triangle [37]. The mesh
buffers and blended textures are compressed, before being transmit-
ted to the remote participants’ Unity applications using the ZeroMQ

4https://www.4players.io/odin/
5https://github.com/zeux/meshoptimizer

library6. Avatar reconstruction is performed in each location by a
PC equipped with an Intel(R) Xeon(R) E5-2687W v4 CPU at 3.00
GHz and an NVIDIA Quadro RTX 6000 GPU.

The shutter glasses that are required for our multi-user projection
system are fitted with retroreflective markers to enable pose track-
ing. Since both the depth and tracking cameras use IR light, the
markers cause artefacts in the depth images, which manifest as ad-
ditional geometry around the head (see Figure 3). To mitigate this
effect, a region around the user’s tracked head position is defined,
where no triangles may be created.

3.5.2 Binaural Audio
Audio was delivered to participants using 3D-printed circumaural
open headphones [45] that enabled collocated and remote conver-
sation partners to be heard simultaneously. The headphone volume
was adjusted to match the perceived loudness of the remote and
collocated users’ voices. Voice signals were captured with a Shure
WCM16 headworn hypercardioid condenser microphone to min-
imise crosstalk. Microphone and headphone signals were transmit-
ted via analogue wireless systems (Shure QLXD1/4 and Sennheiser
IEM G4) to and from a MOTU M4 audio interface connected to the
PC running the Unity application.

Position-dynamic binaural audio was realized with an extended
version of the open-source pyBinSim renderer [46], which received
remote users’ transmitted microphone signals from instances of a
Unity Audio Spatializer plugin7 and local users’ tracking data from
the ART tracking system, before processing the audio. The ex-
tended version of pyBinSim8 is available online.

The rendering used a set of Head-Related Transfer Functions
(HRTFs) and measured room impulse responses of the respective
rooms. In this case, the measurements were conducted using a mi-
crophone array based on the Spatial Decomposition Method (SDM)
introduced by Amengual et al. [18]. The array was positioned at
a distance of 2 meters from the centre of the screen. The SDM
was further used to create a set of Binaural Room Impulse Re-
sponses (BRIRs) in combination with the SADIE II HRTF database
(subject D2 - Kemar) [2] with a resolution of 2 degrees.

Direct sound and early reflections up to 64 ms are dynamically
updated and scaled relative to the late reverb using the inverse dis-
tance law. The late reverb was not position-dependent, since it was
shown that similar approaches lead to an equally plausible impres-
sion as an entirely measured BRIR dataset, if close to a frontal
sound source [47]. The DIOT condition was realised in Unity with-
out rendering of distance attenuation or room characteristics. End-
to-end audio transmission latency was calculated at 250 ms.

3.5.3 Virtual Environment
The remote participants, visible on the projection screen, were
placed in a virtual environment that appeared to be an extension
of the viewer’s real environment. In particular, the floor of the vir-
tual room matched the real floor; grey in location A (Figure 1d) and
wood-coloured in location B (Figure 1c). The width of the virtual
room also corresponded to the width of the respective real room.

4 RESULTS

4.1 Data Analysis
This section outlines the analysis approach for each data source.

4.1.1 Questionnaire Analysis
To improve the reliability of the insights obtained from the ques-
tionnaire, we analysed the responses in a combinatorial manner.
The question groups formed by items 2 to 7 and 8 to 13 are taken

6https://zeromq.org/
7https://github.com/vrsys/unity2pybinsim
8https://github.com/tuil-emt/PyBinSim_AMR
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ID Question

Overall Experience
1 How would you rate the overall experience?

Perceived Message Understanding (Collocated)
2 My thoughts were clear to the CP.
3 The thoughts of the CP were clear to me.
4 It was easy to understand the CP.
5 The CP found it easy to understand me.
6 Understanding the CP was difficult.
7 The CP had difficulty understanding me.

Perceived Message Understanding (Remote)
8 My thoughts were clear to the RPs.
9 The thoughts of the RPs were clear to me.

10 It was easy to understand the RPs.
11 The RPs found it easy to understand me.
12 Understanding the RPs was difficult.
13 The RPs had difficulty understanding me.
Factor: Group Cohesion
21 We worked well as a group during the task.
22 The conversation felt natural.
20 I felt like all participants were together as a group.
23 It was easy to know who was speaking.
Factor: Verbal Communication Quality
17 The RPs sounded realistic.
18 The RPs sounded distracting.
24 We interrupted each other often.
25 It was easier to communicate with the CP than the RPs.
Factor: Visual Quality
15 The appearance of the RPs was pleasing.
14 It was easy to know where the RPs were looking.
16 The appearance of the RPs was distracting.
Factor: Coherence
19 The RPs’ appearance and voice were of the same quality.
Discomfort
26 How do you feel compared to when entering the room?

Table 1: Questionnaire items listed in item groups. Collocated Par-
ticipant (CP) and Remote Participant (RP) are abbreviated in the
table, but not in the questionnaire. The ID column reflects the order
in which items appeared in the questionnaire.

from the perceived message understanding subscale of the validated
Networked Minds questionnaire [7], and were combined to calcu-
late perceived message understanding scores relating to collocated
and remote participants, respectively. An exploratory factor anal-
ysis was conducted on responses to questionnaire items 14 to 25
(items 1 and 26 were excluded). The Kaiser-Meyer-Olkin mea-
sure verified the sampling adequacy for the analysis (KMO = 0.83).
Horn’s parallel analysis [23] indicated that four factors should be
used. The four factors accounted for 43.8% of the variance in the
dataset. The factor loadings after rotation (using oblique oblimin
rotation) suggest the following factors, which were tested for reli-
ability using Cronbach’s alpha: Group Cohesion (α = 0.82), Ver-
bal Communication Quality (α = 0.62), Visual Quality (α = 0.67),
and Coherence (which had only one item and therefore no relia-
bility score). The items that comprise each factor are shown in
Table 1. Scores for each item group are calculated by taking the
mean of responses to items in the group (after inverting responses
to negatively phrased questions). Factor loadings for each item are
provided in Appendix A.

In order to perform a factorial ANOVA to determine the effect of
the visual and aural spatial fidelity on the clustered questionnaire re-
sponses, we apply the aligned rank transform (ART), which allows

use of a parametric test with non-normally distributed data [72].

4.1.2 Recorded Speech Analysis
We applied parametric conversation surface structure analysis as
described in ITU-T Rec. P.1305 [31], adapted to our 4-party con-
versation use case. This approach is based on the conversational
state model of speech, which represents four-party conversations in
16 states, including mutual silence, single-talk of any participant
and all combinations of multi-talk. The state classification is gener-
ated from temporal occurrences of speech activity, derived in turn
through Voice Activity Detection (VAD). To account for transmis-
sion delay, which effectively yields diverging conversational real-
ities for each interlocutor at each site, the state classification ap-
proach is applied for each participant’s perspective. To facilitate
this, we recorded local microphone signals and received signals at
each interlocutor’s site. After preprocessing of the recordings, in-
cluding downsampling to 16 kHz and normalisation, we performed
VAD with py-webrtcvad9 in frames of 10 ms duration with the
aggressiveness mode set to 3. Based on the recommendation by
Brady [10], we treat detected talkspurts below 15 ms as silence,
and pauses below 200 ms as active speech. After classification into
conversation states, we derive the likelihood of each state.

4.1.3 Movement Analysis
Analysis of participants’ movements yields objective measures that
can reveal changes in communication behaviour under different ex-
perimental conditions. In particular, changes in gaze behaviour can
indicate the focus of visual attention, and have been linked to con-
versational engagement [29]. Otsuka [51] investigates gaze in a
telepresence scenario, using the proportion of time one participant
gazes at another as a proxy for degree of interest and attention, the
duration of unbroken gaze as a signifier of depth of focus, and fre-
quency of looks as a proxy for dispersion of attention. We conduct a
similar analysis of participants’ gaze behaviour by estimating gaze
direction from head pose data, and classifying participants’ gaze
state throughout each trial as averted (not looking at another partici-
pant), looking at the collocated, remote opposite or remote adjacent
participant, or in transition between the other states. The proportion
of each trial spent in a gaze state is referred to as the likelihood of
the state. Glances are unbroken intervals, during which one of the
other participants is the gaze target. We calculate the duration and
frequency of glances at each gaze target. Mutual gaze likelihood
and mutual glance metrics are derived by comparing participants’
gaze states. The gaze metrics are calculated on a per-trial basis
for each user. Per-user results are aggregated to obtain a single
value per trial for each group, either by averaging (for likelihood
and glance duration) or adding (glance frequencies).

Gaze states are derived from head transform data at a fixed sam-
ple rate of 10 Hz, using a simple geometric model. A transition is
marked if the moving average of angular rotation speed exceeds a
threshold (30 deg/s). If no transition is detected, the angle θ be-
tween the head’s forward vector ve (i.e. the viewing direction) and
the vector from the head to the head of each other participant vp is
calculated (see Figure 2). If θ < 25 deg, gaze state is set accord-
ingly with that participant as the target; if not, the gaze state is set as
averted. Comparisons of gaze-metric means were performed with
paired samples t-tests, after confirming normality with a Shapiro-
Wilk test, unless specified.

4.2 Effect of Visual and Aural Realism
4.2.1 Questionnaire Responses
Analysis of the questionnaire results (shown in Table 2) detected no
significant main effect of aural spatial realism on the mean score of
any item group. A positive effect of visual realism was observed on

9https://github.com/wiseman/py-webrtcvad
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Visual Realism Aural Realism

Questionnaire Item Group Mean VOLU ABST p sig. F1,189 SPAT DIOT p

Overall Experience 5.89 5.98 5.80 0.107 2.6 5.92 5.86 0.647
Perceived Message Understanding for CP 6.20 6.20 6.19 0.827 0.0 6.21 6.19 0.393
Perceived Message Understanding for RP 5.99 6.09 5.89 0.005 ** 8.1 5.97 6.00 0.906
Group Cohesion 6.17 6.37 5.98 <.001 *** 26.8 6.17 6.18 0.541
Verbal Communication Quality 5.04 5.13 4.95 0.052 3.8 5.03 5.04 0.697
Visual Fidelity 4.68 4.90 4.46 <.001 *** 13.4 4.74 4.63 0.422
Coherence 4.23 4.05 4.41 0.024 * 5.2 4.23 4.23 0.973
Simulator Sickness 6.45 6.52 6.38 0.121 2.4 6.44 6.46 0.765

Table 2: Mean scores and significant effects for each item group. The F value is omitted for main effect of aural realism as no significant
effects were observed. Statistical significance (sig.) marked as: * <= .05; ** <= .01; *** <= .001.
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Figure 4: Effect of visual realism on item group response distribu-
tions. PMU = Perceived Message Understanding.

perceived message understanding with remote participants (RPs),
group cohesion, and visual quality scores (Figure 4). Analysis of
the coherence score indicates that participants rated quality of RPs’
appearance and voice as more similar under the ABST condition.

4.2.2 Gaze Analysis

Analysis of gaze metrics (Table 3) show that under the VOLU con-
dition, more time was spent looking at and sharing gaze with RPs,
while glances at the remote adjacent user were significantly longer.
Higher glance frequency at (and mutual glances with) the remote
adjacent user also occurred under the VOLU condition. Gaze met-
rics are displayed for each gaze target in Figures 5, 6, and 7.

Participants spent more time looking at their collocated team-
mate under the DIOT audio condition than the SPAT condition
(t(15) = 2.2, p = .045). In the DIOT condition, more mutual
glances with the remote opposite participants were observed (as
shown by a Wilcoxon Signed-Rank test, Z = 26.0, p = .029).

4.2.3 Conversation Analysis

The likelihood of mutual silence, single talk, and multi-talk states
for each experimental condition is shown in Figure 8. Silence and
single talk are the most common states, even when compared to all
multi-talk states combined. No significant differences between the
likelihood of the states under different conditions were observed.

4.3 Comparing Collocated and Remote Communication

4.3.1 Questionnaire Responses

The two questionnaire item groups relating to perceived message
understanding ask participants to rate the same characteristics of the
communication for collocated and remote participants respectively
(see Table 1). The comparison of understanding scores of collo-
cated communication (mean = 6.20) and remote communication
(mean = 5.99) shows a significant positive impact of collocation,
indicated by the Wilcoxon Signed-Rank test (Z = 582, p = .022).

Metric Mean VOLU ABST p sig. t(15)

Gaze Likelihood (%)
Collocated 9.70 9.35 10.05 0.165 -1.5
Rem. Adj. 12.04 14.29 9.80 <.001 *** 6.0
Rem. Opp. 37.28 37.88 36.68 0.043 * 2.2
Collocated (Mut.) 1.66 1.66 1.66 0.973 -0.0
Rem. Adj. (Mut.) 1.68 2.23 1.14 <.001 *** 4.3
Rem. Opp. (Mut.) 13.50 14.21 12.79 0.023 * 2.5

Glance Duration (s)
Collocated 1.63 1.54 1.72 0.059 -2.0
Rem. Adj. 1.47 1.60 1.35 <.001 *** 4.1
Rem. Opp. 1.78 1.76 1.81 0.336 -1.0

Glance Frequency (glances per min)
Collocated 14.08 14.30 13.85 0.527 0.6
Rem. Adj. 19.49 21.44 17.54 0.001 *** 3.9
Rem. Opp. 52.54 53.45 51.64 0.205 1.3
Collocated (Mut.) 2.34 2.48 2.20 0.228 1.3
Rem. Adj. (Mut.) 2.89 3.56 2.22 0.002 ** 3.6
Rem. Opp. (Mut.) 19.48 20.05 18.90 0.168 1.4

Table 3: Effect of avatar realism conditions on gaze metrics.

4.3.2 Conversation Analysis

No significant differences were found between the likelihood of
double talk of collocated pairs (mean = 3.39%), remote adjacent
pairs (mean = 3.27%), and remote opposite pairs (mean = 3.24%).

4.3.3 Gaze Analysis

Comparison of overall gaze likelihoods show that the most com-
mon gaze target is the remote opposite participant (see Figure 9).
Slightly more time is spent looking at the remote adjacent user than
the collocated user, but the difference is not statistically significant.
Mutual gaze likelihood also shows that more mutual gaze occurred
with the remote opposite participant, while similar amounts of mu-
tual gaze occurred with the collocated and remote adjacent partici-
pants. Similarly, the target with the highest frequency of glances is
the remote opposite participant, while the frequency of glances at
the remote adjacent participant was lower, but still higher than the
frequency of glances at the collocated participant. The difference
in glance frequency between remote adjacent and collocated is sig-
nificant (t(15) = 3.03, p = .008) The mean duration of glances at
(and mutual glances with) the remote adjacent participant is lower
than at the other participants, but not significantly.

5 DISCUSSION

5.1 RQ1: Effect of Visual Realism

We observed various positive effects of visual realism on commu-
nication in group-to-group telepresence. The positive impact on
ratings of perceived message understanding, group cohesion, and
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visual quality is likely to be explained by the more expressive na-
ture of the volumetric avatar type. In particular, the visibility of
facial expressions is likely to be an important factor, as they are not
represented at all in the abstract avatar case. Facial expressions can
also explain users’ reported increase in the ability to tell who was
talking in the volumetric case (part of the visual quality score).
These results can be explained in the context of Media Richness
Theory [14], which states that rich media (e.g. media that utilise
many cues and channels) can reduce ambiguity and are therefore
suited to solving complex tasks. In our study, the cognitive load of
converging on an agreed solution [36] may be compounded by con-
fusion about who is speaking or being addressed. Therefore, avatars
that convey richer cues can reduce cognitive load, influencing par-
ticipants’ ratings of mutual understanding and group cohesion.

The higher scores for measures related to communication qual-
ity for volumetric avatars over abstract avatars in a group-to-group
setting aligns with results from previous studies of one-to-one telep-
resence scenarios [74, 13, 16], despite the ability to compare virtual
stimuli directly with real stimuli.

The more realistic avatar condition also had an impact on sev-
eral gaze metrics. More time was spent looking at and sharing mu-
tual gaze with RPs, and the frequency of glances at RPs increased.
These changes, especially when considered in the context of the
questionnaire responses, suggest that participants paid more atten-
tion to RPs and were more engaged in the conversation under the
VOLU condition. The expressiveness of the realistic avatar can also

explain these results; when more visual cues are conveyed, one is
more likely to observe the avatar to interpret those cues.

No effect of visual realism could be observed from a compari-
son of conversational state likelihoods. Given the positive subjec-
tive ratings of the volumetric avatar case, one might expect conver-
sation states to reflect higher interactivity. The low proportion of
the conversation during which missing visual cues might affect the
conversation structure could mask any impact on state likelihood
metrics. Accordingly, an in-depth analysis of speaker transitions
characterised by walks of states could provide more information.

We can conclude that, even when users can compare virtual, vi-
sual stimuli against real stimuli, it is still beneficial to represent re-
mote users with a realistic avatar that can convey more non-verbal
cues. Additionally, we note that a significant positive effect of
avatar realism on communication is possible even when the gaze
information is not conveyed.

5.2 RQ2: Effect of Aural Realism
We identified very few significant effects of aural realism. This is
somewhat surprising, as we expected the complex group-to-group
communication scenario with multiple audio sources to increase the
utility of spatial audio. For example, when multiple people are
speaking in the ABST avatar conditions, in which lack of facial
expressions means that the avatars do not provide a clear visual in-
dication of who is speaking, one would expect spatial audio to help
participants to identify the speaker (leading to effects on group co-
hesion scores), or lead to a reduction in mean glance duration and
increased glance frequency as participants scanned to identify the
speaker. The increase in time spent looking at the collocated user
under the DIOT condition (see Section 4.2.2) could reflect an ori-
enting reflex where participants automatically look in the direction
of the sound source [52], since the collocated user’s voice was the
only localised sound source under that condition.

The reason for the absence of significant differences between
the spatial and diotic conditions may be hinted at by the scores ob-
tained for verbal communication quality for each audio condition.
The relevant item group includes items that elicit direct ratings of
characteristics of RPs’ voice signals (Q17 and Q18). The lack of
a significant effect of the audio condition on the verbal communi-
cation quality suggests that the difference in realism between the
conditions was not sufficient for participants to notice the change;
while the difference in visual realism conditions was much clearer.

It is also possible that spatial cues provided by audio stimuli
were redundant. Listeners may have associated voices with avatars,
making spatial cues redundant and therefore inhibiting their pro-
cessing [9]. Participants could not move freely because of the fixed
display, meaning that the need for sound source localisation was
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limited. In more acoustically complex scenes with free movement
(e.g. if using HMDs) as well as more coexisting sound sources,
spatial audio could be more important in locating and understand-
ing interlocutors, for example, during dynamic group formation and
collaboration in crowded VEs. A recent study [24] found that in a
triadic communication scenario with free movement, spatial audio
had no impact on holistic subjective measures of communication,
hinting that more than two audio sources in acoustically complex
scenes are required to produce measurable behavioural changes.

5.3 RQ3: Collocated and Remote Communication
Participants reported higher perceived message understanding
when communicating with the collocated participant, compared to
the remote participants. This is unsurprising, given that the collo-
cated participants were communicating in an unmediated manner,
while communication with the RPs is subject to the limitations of
the medium (the telepresence system).

Analysis of the gaze behaviour does not unambiguously reflect
the subjective differences. Firstly, all gaze metrics show a bias to-
wards the remote opposite user, who receives more visual attention
and more frequent glances. This can be explained by the position-
ing of the participants on the corners of a square, facing towards
the centre; therefore facing towards the remote opposite participant,
and meaning that more gaze interactions with that participant were
inevitable. A comparable effect was also observed in another telep-
resence study with a similar participant layout [51]. It makes more
sense, then, to compare gaze interactions with the collocated and
remote adjacent participants, which are less likely to be affected by
this positional bias. Participants made significantly more glances
at the remote adjacent participant than the collocated participant,
while some other metrics (e.g. overall gaze likelihood) showed a
non-significant tendency in favour of the remote participant. If we
take glance frequency as an indicator of focus, then it seems par-
ticipants were more focused on the remote participant; perhaps as a
result of increased difficulty in interpreting non-verbal communica-
tion cues when compared to the collocated participant. The visual
characteristics of the avatars are certainly not at the level of cues
received from the collocated person. Furthermore, the visual acu-
ity achieved by the 4k projection system – interacting also with the
camera quality in the VOLU condition – is certainly much lower
than what the human eye can resolve.

5.4 Limitations
Our study relied on two large multi-user projection screen systems
that are installed in different physical locations. This made some
desirable qualities of a mediated communication study, including
mixing of collocated pairs, and the presence of a face-to-face refer-
ence, infeasible. The number of participants also meant that manual
coding of recorded trials, which would have produced more accu-
rate gaze state classification and richer gesture data, has not yet
been undertaken due to time constraints. We also note that the test
environments were not acoustically treated and were subject to the
noise of the equipment, which may have affected the hearing con-
ditions via the open headphones.

The multi-user projection screens have an effective pixel den-
sity of 16 to 19 PPD (based on the user positions shown in Fig-
ure 2), which is lower than that of modern HMDs (e.g. the Meta
Quest 3 has 25 PPD). The projection systems’ motion-to-photon la-
tency was measured at 140 ms, higher than would be expected from
HMDs, which use warping techniques to achieve very low motion-
to-photon latency. However, we do not believe that the findings
of this study were significantly affected by these factors. Instead,
we posit that higher visual fidelity would be likely to emphasise
the positive effects of visual realism by more clearly conveying
the non-verbal cues in the volumetric avatar condition. The high
motion-to-photon latency may have degraded the users’ overall ex-

perience, but is unlikely to disproportionally affect any of the study
conditions. Regarding spatial audio, we note that since tracking
data was sent directly from the tracking system to the binaural ren-
dering server, the spatial audio latency was lower than the motion-
to-photon latency, conforming to suggested latency thresholds [58].

Volumetric avatar data was transmitted over the national high-
speed research network (DFN). Available network bandwidth is
likely to be lower in practical applications of volumetric avatars
for communication (e.g. when data is sent wirelessly to mobile
clients). However, new compression techniques and standards [69],
along with the faster mobile data networks, will enable streaming
of high-quality volumetric avatars for telepresence applications.

6 CONCLUSION AND FUTURE WORK

In this work, we have investigated how communication is affected
by the combination of real and virtual user representations that oc-
curs in group-to-group telepresence. In our study, two groups of
two collocated participants communicated between two remote lo-
cations using a telepresence system. We have found that higher
visual realism of remote users’ avatars increases perceived mes-
sage understanding and group cohesion, while behavioural analysis
indicates that more visual attention is paid to remote interlocutors
when they are represented by realistic avatars. Despite the presence
of multiple audio sources, we did not find that applying spatial pro-
cessing to users’ voices had a noticeable effect on communication.

When comparing communication with collocated users against
communication with remote users, we found that unmediated com-
munication with collocated users was rated as more effective. Si-
multaneously, behavioural analysis showed that more visual atten-
tion was paid to remote users, potentially because more effort was
needed to decode the non-verbal cues conveyed by the avatars. This
suggests scope for improvement of the virtual user representations
to match the fidelity of real users. This is likely to be dependent on
the ability of the avatars to convey gaze signals, the resolution of
volumetric avatars, and the fidelity of the display system.

In future work, a similar comparison of collocated and remote
communication in a group-to-group telepresence system based on
HMDs would be relevant, given the increasing prevalence of such
devices in MR systems. Fully immersive HMD-based telepresence
systems with multiple users may elicit measurable effects of spatial
audio, since virtual audio sources can be behind the user, increas-
ing the utility of spatialisation in identifying the speaker. Modern
HMDs support capture of facial expressions and gaze tracking; a
comparison of collocated and remote communication with avatars
animated using such information would indicate whether animated
avatars would be preferred over volumetric avatars that convey the
real appearance of collaboration partners, including their HMDs, in
a group-to-group telepresence setting. Moreover, a comprehensive
examination of different levels and dimensions (e.g. avatar recon-
struction rate and level of detail) and their effect on communication
would provide valuable guidance to designers of MR systems.

Our study provides a reference for future behavioural analyses of
multi-party communication between remote groups. Nevertheless,
extensive research is still needed to optimally integrate remote users
with collocated groups as equal communication partners.
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tool for dynamic binaural synthesis applications. In Audio Engineer-
ing Society Conv. 142. Audio Engineering Society, 2017. 5

[47] A. Neidhardt, A. Tommy, and A. Pereppadan. Plausibility of an in-
teractive approaching motion towards a virtual sound source based on
simplified BRIR sets. In 144h Int. AES Conv., Milan, Italy, 2018. 5

[48] K. Nowak, L. Tankelevitch, J. Tang, and S. Rintel. Hear We Are: Spa-
tial Audio Benefits Perceptions of Turn-Taking and Social Presence in
Video Meetings. In Proc. of the 2nd Annual Meeting of the Symp. on
Human-Computer Interaction for Work, pp. 1–10. ACM, New York,
NY, USA, 2023. doi: 10.1145/3596671.3598578 2, 3

[49] S. Orts-Escolano, C. Rhemann, S. Fanello, W. Chang, A. Kow-
dle, Y. Degtyarev, D. Kim, P. L. Davidson, S. Khamis, M. Dou,
V. Tankovich, C. Loop, Q. Cai, P. A. Chou, S. Mennicken, J. Valentin,
V. Pradeep, S. Wang, S. B. Kang, P. Kohli, Y. Lutchyn, C. Keskin, and
S. Izadi. Holoportation. In UIST ’16, pp. 741–754. ACM, New York,
NY, USA, 2016. doi: 10.1145/2984511.2984517 2

[50] K. Otsuka. MMSpace: Kinetically-augmented telepresence for small
group-to-group conversations. In 2016 IEEE Virtual Reality (VR), pp.
19–28, 2016. doi: 10.1109/VR.2016.7504684 1

[51] K. Otsuka. Behavioral Analysis of Kinetic Telepresence for Small
Symmetric Group-to-Group Meetings. IEEE Trans. on Multimedia,
20(6):1432–1447, 2018. doi: 10.1109/TMM.2017.2771396 1, 3, 6, 9

[52] I. P. Pavlov. Conditioned Reflexes. 1927. 8
[53] T. Pejsa, J. Kantor, H. Benko, E. Ofek, and A. Wilson. Room2Room.

In CSCW ’16, pp. 1716–1725. ACM, New York, NY, USA, 2016. doi:
10.1145/2818048.2819965 2

[54] T. Potter, Z. Cvetkovic, and E. de SENA. On the Relative Importance
of Visual and Spatial Audio Rendering on VR Immersion. Frontiers
in Signal Processing, 2, 2022. doi: 10.3389/frsip.2022.904866 3

[55] A. Raake, J. Ahrens, M. Geier, and C. Schlegel. Listening and Conver-
sational Quality of Spatial Audio Conferencing. In 40th International
AES Conference, Oct 2010. 2, 3

[56] G. Rendle, A. Kreskowski, and B. Froehlich. Volumetric Avatar Re-
construction with Spatio-Temporally Offset RGBD Cameras. In 2023
IEEE Conf. Virtual Reality and 3D User Interfaces (VR), pp. 72–82,
2023. doi: 10.1109/VR55154.2023.00023 2

[57] S. Roßkopf, L. Kroczek, F. Stärz, M. Blau, S. van de Par,
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