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(c) Scenario 3: Survival Game.

Figure 1: The ICS-MR dataset contains three conversation scenarios for assessing communication in Mixed Reality contexts.
Full descriptions, flexible and extensible study materials, and multi-user Unity implementations (pictured) are provided,
allowing straightforward application of scenarios in user studies conducted in immersive communication systems.

Abstract

We present ICS-MR, a dataset containing three conversational sce-
narios designed for the evaluation of communication quality in
Mixed Reality (MR) systems. Along with detailed descriptions of
the conversation tasks, we provide all the materials required to in-
corporate the tasks into MR user studies. The materials also support
application of the scenarios in real-world and video-conferencing
contexts for studies that, for example, call for comparison of immer-
sive systems against reference communication media. Open-source
Unity implementations of the scenarios are also made available,
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supporting direct usage of the scenarios in distributed, multi-user
experiments. The conversation tasks have all been administered
in recent scientific works that address the evaluation of user expe-
riences in immersive communication systems, allowing analysis
and comparison of each scenario’s evoked behavioral properties.
The ICS-MR dataset therefore contributes valuable resources for
further research on communication in immersive systems.
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1 Introduction

Social Mixed Reality (MR) systems allow users to enter immersive
virtual environments where they can interact with remote conver-
sation partners. The benefits of immersive systems, which include
the creation of a shared spatial context for collaborative work and
support for rich communication by conveying non-verbal cues like
gestures and facial expressions, mean that they have the potential
to complement (or even succeed) traditional (video-)conferencing
as widely adopted remote communication media. This apparent
promise has led to research evaluating the quality and effectiveness
of social MR systems in different contexts, with work examining
how mediated and unmediated communication differ [31, 35, 6], as
well as investigating how social interaction is affected by different
system or service properties (e.g. avatar realism [10, 31, 35, 24],
audio spatialization [13, 8], and network parameters [26, 5]).

A key consideration when designing an experiment to assess
communication quality in a given medium is the choice of the
conversation scenario that is prescribed to participants. Scenar-
ios can be designed to assess suitability of the medium for con-
veying certain cues (e.g. pointing gestures or gaze movements)
or for supporting different conversation goals (sharing informa-
tion, discussing emotions, facilitating negotiation or collaboration).
While research into communication quality evaluation in audio-
and video-conferencing systems has led to the recommendation of
a set of standardized conversation scenarios (c.f. ITU-T Rec. P.8XX
Series [18], P.9XX Series [20] and P.13XX Series [15, 16]), method-
ological guidelines for communication assessment in immersive
systems are still under development [17, 29]. Conversation scenarios
that were established for telephony or video-conferencing contexts
may not transfer well to MR applications, where certain actions (e.g.
writing with a pen) may not be well supported, or where the shared
interaction space inhabited by all participants opens possibilities
for tasks involving shared visual references. Many realizations of
standardized and non-standardized scenarios are developed for and
used in numerous studies, but their materials and implementations
are rarely provided for further study. Accordingly, researchers have
little information on how potential conversation scenarios and spe-
cific implementations affect the resulting participant interaction.

In an effort to aid researchers in choice and implementation of
experimental scenarios that support controlled, systematic and com-
parable evaluation, we present ICS-MR, a dataset containing three
conversational scenarios designed for the evaluation of communi-
cation quality in MR systems. The scenarios represent a range of
situations that encourage different types of interaction (negotiation,
collaboration, discussion), emphasize different non-verbal cues and
gestures, and encourage varying levels of participant movement.
Along with detailed descriptions of the conversation scenarios, we
provide all materials required to incorporate the scenarios into
conversational MR user studies, including open-source Unity im-
plementations which enable direct application of the scenarios in
distributed, multi-user experiments. In addition, all necessary ma-
terials are provided for employing the scenarios in real-world and
video-conferencing contexts, for studies that call for a comparison
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of MR systems against reference media. The materials have been
developed to be flexible and extensible, allowing the scenarios to
be tailored to a wide range of experimental scenarios and media.
The presented scenarios have all been administered in recent sci-
entific works, published by the authors, that address the evaluation
of user experiences in immersive communication systems [14, 13,
12, 31]. We analyze data generated during those studies to inform a
comparison of the behavior evoked by each scenario in terms of par-
ticipant locomotion and movement. This work therefore provides
researchers with a valuable tool when selecting a conversation sce-
nario for communication assessment studies, and also informs the
development of recommendations for standardized scenarios for
assessment of immersive communication systems more generally.
In summary, our work includes the following contributions:

o The ICS-MR dataset, comprising three conversation scenar-
ios for communication quality assessment in MR;

o Flexible, extensible, open-source materials! for administer-
ing each of the described scenarios in virtual environments
and real-world reference contexts;

e Unity implementations? of the scenarios, supporting straight-
forward application in distributed, immersive communica-
tion studies with minimal development overhead;

e A comparison of the behavioral properties evoked by each
scenario, informing scenario selection for future research
evaluating communication in MR systems.

We review related work in Section 2 before introducing the
scenarios in the ICS-MR dataset in Section 3. The analysis of the
behavioral properties evoked by the scenarios and a discussion of
their relative characteristics can be found in Sections 4 and 5.

2 Related Work

In the context of communication systems, many conditions in-
fluence user experience, including system, human and context-
influencing factors [34]. To assess such systems or services in inter-
active and conversational multi-user contexts, users are typically
placed in conversation test scenarios that evoke engagement with
the system or service depending on the subject of investigation.
Such scenarios can target spontaneous free-form conversations or
administer goal-oriented experimental tasks to users.

Existing conversation test scenarios and methodology have been
proposed or standardized for application in different contexts, and
can exhibit varying degrees of structure in the conversation. Struc-
tured [27] and interactive [30] short conversation tests were pro-
posed for audio contexts and standardized in ITU-T Rec. P.805 [19].
As an extension of the P.8XX Series for audiovisual conversation
tests, P.920 [20] recommends the name-guessing task (structured
question and answer), unstructured story or picture comparison
tasks and a building block task with focus on the visual terminal.
With a focus on multi-party telemeeting assessment, P.1301 [15]
recommends the unstructured survival task (see Section 3.3), the
Leavitt task (see Section 3.2 and brainstorming tasks. With the in-
crease of considered modalities introduced by system affordances,

!https://github.com/Telecommunication- Telemedia- Assessment/ics-mr-communic
ation-scenario-materials
Zhttps://github.com/vrsys/ics-mr-unity-communication-scenarios
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attentional allocation on the modality of interest is methodologi-
cally recommended (e.g. keeping users’ focus on the screen during
video conferencing). If transmission delay is to be investigated, ITU-
T Rec. P.1305 [16] recommends tasks exhibiting high delay sensitiv-
ity, including role playing game, navigation and random number
verification tasks, as well as modifications of name-guessing, block
building and survival tasks. In the context of immersive commu-
nication systems, for example those based on MR technologies,
Pérez et al. [29] review related studies and propose a taxonomy for
evaluation. Based on that, tasks of related user studies are classified
into deliberation, exploration and manipulation tasks. While many
study realizations of such tasks exist (new and based on the tasks
proposed for traditional media), validation and standardization is
still in development for immersive systems.

In addition to holistic evaluation of experience, research studies
often target modality-specific investigations that pose additional
requirements for test methodology and scenario. Modalities could
include auditory, haptic, and visual aspects on the basis of which,
for example, aspects of user representation, the virtual environ-
ment, virtual objects and different interaction methods are inves-
tigated. Desirable properties that scenarios should evoke could
include manipulation, exploration, attentional allocation, speaker
activity/distribution, movement (e.g. head, hands, gesturing, facial
expressions, pose), technical setup integrability, scalability towards
multiple users [34, 9]. While not restricted to the use in social MR,
immersive scene datasets are available that implement varying
degrees of complexity, for example in the auditory scene [32].

The use case, conversation situation and task are context factors
that should be controlled as they influence evoked behavior and
(quality) perception [34, 36, 17]. In an effort to support in-depth
systematic and comparable task characterization, possible only
with shared reference implementations and material, we make our
resources openly available in this work.

3 The ICS-MR Dataset

The dataset consists of three conversational scenarios, described in
detail below. Each scenario is associated with the following:

e Exemplary task instructions to participants during the study;

o Task materials required to present the scenario in virtual
contexts, which can also be printed for use in real-world
contexts (or for use as real stimuli in MR contexts);

o Tools for flexible extension of the provided materials;

e A Unity implementation of the scenario that can be directly
employed in distributed user studies.

The Unity implementations of each scenario can be found in
the ICS-MR Unity repository, while the scenario materials can be
found in the ICS-MR scenario material repository. Note that in both
repositories, the materials and scenes are organized by scenario.
Please see the repositories’ README files for more information.

3.1 Scenario 1: Floor Plan Negotiation

This negotiation task is based on the version introduced by Smith
and Neff [35] and further developed by Abdullah et al. [1], and was
employed in a study conducted by Immobhr et al. [14].
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Figure 2: Example floor plans for Scenario 1.

3.1.1 Description. Participants play the role of roommates looking
for a new apartment. They are shown a floor plan of a potential
apartment and are instructed that their goal is to agree on the
assignment of the rooms. The discussion relies on a shared visual
reference in the form of a fictional floor plan of the apartment,
which elicits referential talking and gesturing. The plans include
some pre-assigned rooms, including kitchens and bathrooms, and
several unassigned rooms. Participants are required to assign shared
living and dining rooms, and a bedroom for each participant.

By creating a situation where limited resources must be shared
between the participants, the role-play scenario contains elements
of conflict, negotiation, and reaching a consensus. Optionally, partic-
ipants can be prescribed conflicting room preferences, emphasizing
the need for discussion and compromise from at least one party.

3.1.2  Included Materials and Variations. We provide floor plans
for variants of the task suitable for two- and three-party scenarios
(with four or five rooms to be assigned, labeled with letters A-E for
referencing). In total, four plans with four assignable rooms and six
plans with five rooms are available. In a provided variation, features
of the surrounding environment, such as nearby roads and lakes, are
shown on the floor plan, influencing the desirability of the rooms.
Allincluded floor plans have variants with and without surrounding
environment features. Example floor plans are shown in Figure
2. In addition to exemplary participant instructions, participant
preference sheets are available for each floor plan. The scenario
can be easily administered in a real-world communication context
by printing the floor plans on large sheets of paper.

3.1.3 Extensions. The task can be scaled to multi-party experi-
ments by increasing the number of unassigned rooms. The pro-
vided material can be extended by adapting the floor plan images
(included in the dataset with a vector graphics format). Further
floor plan designs can be sourced from open databases [37, 7].

3.2 Scenario 2: Spot the Differences

This task is inspired by the Leavitt task, originally introduced by
Leavitt [25] for the assessment of text-based group communication
and subsequently recommended for the assessment of traditional
multi-party telemeetings in ITU-T Rec. P.1301 Appx. V.2 [15]. In the
recommended task, sets of shape symbols are individually shown to
each participant on paper cards. Participants are then instructed to
identify the item that is common to all participants’ sets of shapes
through conversation. While information is inherently separated
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between users in traditional audiovisual and text-based communi-
cation systems, users of MR systems typically inhabit a common
interaction space and share visual references, diminishing the need
to exchange information verbally. To transfer this paradigm to a
social MR context, a modified version was realized as a spot the
difference task [13], which is described below.

3.2.1 Description. In the MR version of the task, the participants’
objective is to identify the differences between their respective sets
of colored shape symbols. Each participant’s set of symbols is repre-
sented on a set of boxes that are visible in the virtual environment
(see 3a and 3b). Each box shows exactly one shape, on the side of
the box that faces the participant. Both sets of boxes are laid out
in the same position relative to the participant, resulting in a clear
correspondence between pairs of boxes from each set. The symbols
on corresponding boxes may differ in form, orientation, or color.
Participants are instructed to discuss with their conversation
partner to identify corresponding boxes that display different sym-
bols, and to mark the relevant cubes by intersecting them with
their virtual hand (Figure 3b). The task is completed once all differ-
ing shapes were found and marked. To prevent participants from
solving the task without communicating, the boxes should be posi-
tioned such that no position in the virtual environment allows the
user to see both sets of shapes simultaneously. To avoid the possi-
bility of solving the task by moving to view the other participant’s
shapes, participant movement should be restricted (for example, by
instructing participants not to cross a line that divides the room).

3.2.2  Included Materials and Variations. The implementation of
the spot the difference task provided in the ICS-MR dataset for use
in social MR systems is designed for dyadic communication scenar-
ios. The materials specify four sets of 14 symbol pairs, each with
three non-matching pairs. The shapes are attached to a set of boxes
that are distributed on and around a table in the virtual environ-
ment. Two different variations of how the boxes are distributed are
included in the provided implementation (c.f. Figures 1b and 3).

The materials include the symbol sets as SVG image files for
representation in arbitrary formats. This also allows application of
the task in paper form, similar to ITU-T Rec. P.1301 Appx. V.2 [15],
as well as the implementation of a real-world version of the task
that displays shapes on paper attached to cardboard boxes.

3.2.3 Extensions. The provided shape sets can be trivially edited
and extended to create new combinations of symbols with differ-
ent numbers of non-matching symbol pairs. We include a script
to create shape images for edited symbol combinations. Further
extensions could include increasing the visual complexity of shapes
to increase task difficulty, and scaling towards higher numbers of
interlocutors. We note that the boxes must be carefully arranged
when scaling the number of participants, such that participants are
only able to see their own shape sets.

3.3 Scenario 3: Survival Game

The survival game is a group discussion task that was originally
proposed to assess collective decision-making performance [11],
before being adapted as a tool for evoking conversation and col-
laboration in interactive social systems. In the game, the topic of
conversation is a survival scenario, where participants are presented
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(a) Participant 1’s view, with dif- (b) Participant 2 marks one of the

fering shapes highlighted. boxes with a differing shape.
Figure 3: Spot the Difference (Scenario 2). Participants iden-
tify and mark corresponding boxes with different shapes.

with a fictional, life-threatening situation (e.g. being stranded in a
desert after a plane crash). The participants are also informed that
they have access to a number of items which could help them to
survive, and are required to discuss the relative utility of the items
in the context of the given survival scenario.

Realizations of the survival game exist in a wide range of for-
mats, depending on research goals, system affordances, and the
communication modalities under consideration. In the context of
multi-party telemeeting assessment for telephony and video confer-
ence systems, the task has been recommended in ITU-T Rec. P.1301
Appx. V.4-VI [15] and provided therein in a paper-based format
(c.f. [33] for original version in german language). The recommen-
dation adopts four existing survival tasks in desert [23], sea [28],
winter [21] and moon [11] environments, which are complemented
with three further scenarios, namely the mountains, swamp and
cave labyrinth scenarios. An adaptation of the task, building on
the same scenarios, is also recommended for investigation of the
effect of transmission delay in ITU-T Rec. P.1305 Annex A.7 [16].
Furthermore, implementations have been developed for use in im-
mersive environments, with some versions placing participants in
an (audio-) visual recreation of a survival scenario [2], while sur-
vival items are represented as abstract (manipulable) virtual objects
in others [4, 3, 22]. The task materials presented in this dataset
represent an update to ITU-T Rec. P.1301 Appx. VI [15] and were
used in two recent studies in different MR systems [12, 31].

3.3.1 Description. In the survival game realization included in this
dataset, participants are presented with the survival scenario on
a text display in the virtual environment. In addition, a number
of survival items are distributed throughout the environment, rep-
resented as boxes with labels and images depicting the items (see
Figure 4). Participants are instructed to select a subset of the items
that they believe will help them survive in the given scenario, by
moving boxes to a specified target area (the blue grid shown in Fig-
ure 5¢). The distribution of boxes in the virtual environment aims
to encourage verbal information exchange between participants.

3.3.2  Materials and Variations. The ICS-MR dataset includes all
seven survival scenarios from ITU-T Rec. P.1301 [15]. In addition to
the scenario descriptions, labels and high resolution images are pro-
vided for 12 survival items for each scenario. These can be printed
and attached to cardboard boxes to create a real-world replication of
the scenario. In an alternative paper-based variation, used in MR by
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Figure 4: Survival Game (Scenario 3). Participants discuss and
select a subset of items, represented as manipulable boxes,
that will help them to survive in the given scenario.

Rendle et al. [31], each participant is provided with a list containing
a subset of the items. This approach encourages all participants to
contribute to the conversation, since the group can only find out
which objects are available by exchanging information.

3.3.3 Extensions. Additional survival scenarios (with item lists and
images) can be added to the implementation as required. To assess
the performance of participants in the task, the selection can be
evaluated against expert opinion [11, 21, 23]. In some realizations
of the task, participants must rank the items by importance, which
introduces more discussion and increases task completion time.

3.4 Implementation Notes

The scenario implementations included in the ICS-MR dataset are
realized with the Unity game engine (version 6000.0.35f1). The
VRSYS-Core framework> was used to create distributed, multi-user
scenes, meaning that participants can join the study from remote
locations. VRSYS-Core distributes scene state with Unity Netcode
and supports voice communication through the 4Players ODIN SDK.
Unity scenes corresponding to each scenario are included in the
repository. The scenes allow configuration of experiment proper-
ties, including duration and number of trials, as well as enabling
selection of scenario variations where appropriate.

4 Behavioral Analysis of Scenarios

In this section, we analyze data captured during user studies that
have applied the three presented scenarios (hereafter S1, S2 and S3),
enabling the scenarios to be characterized in terms of their evoked
behavior. The data was acquired during three studies with varying
sample sizes: n=16 in dyads for S1 [14], n=32 in dyads for S2 [13],
and n=66 in triads for S3 [12]. Please see the publications for details
of the implementation, technical setup and research aims.

During the studies the position and orientation of the employed
Head-Mounted Displays (HMDs) were recorded. The recordings
were resampled to 25Hz as required. To quantify the amount of
participant movement evoked by each of the scenario implementa-
tions, we analyze the distribution of user positions captured during
all mediated conditions in each study, visualized in Figure 5 as 2D
histograms. In addition, we calculate the mean translation and ro-
tation speed, which indicates the degree to which scenarios affect

3https://github.com/vrsys/vrsys-core
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(c) Scenario 3: Survival Game.

Figure 5: Top-down view of scenarios (left) and 2D histograms
showing the participants’ position distribution (right).

interaction behaviors (e.g. nodding, visual search). Distributions of
mean head translation and rotation speed statistics (calculated per
participant for each trial) are shown in Figure 6.

S1 evoked the least translational movement and exhibits static
positioning near the floor plan. While this scenario shows little
head rotation around the vertical axis (yaw), rotation speed around
the lateral axis (pitch) is the highest across the scenarios, potentially
indicating shifts of attentional allocation between the plan on the
table and the standing participants. S2 evoked more movement in
the virtual environment, as participants adjusted their position to
investigate and compare the shapes. Overall head translation and
rotation speeds are comparable to S1, although rotation speeds were
higher for yaw rotation and lower for pitch rotation, reflecting the
lateral layout of the boxes with respect to the participants. S3 also
shows wide distribution of positions, as well as the highest mean
translation and rotation speeds, due to the movement that was
required to inspect survival items in the analyzed implementation.
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Figure 6: Movement data evoked by the three presented scenarios, through analysis of mean hand and head translation and
rotation speed. Rotations are represented for all axes combined and separately for vertical (yaw) and lateral axis (pitch).

We note that the evoked behavior is not only subject to the ad-
ministered scenario, but also depends on the chosen variation, the
characteristics of the mediating system, and the number of users,
among other context factors. The application context should there-
fore be considered when generalizing the presented evaluation.

5 Discussion of Scenario Properties

The scenarios comprising the ICS-MR dataset represent a range of
different conversation and interaction situations. In this section,
we discuss and compare the characteristics of each scenario, and
address their suitability for use in various experiment contexts.

The conversational structure that results from a given scenario
can vary between interactions with regular, predictable turn-taking
on one end, and more natural, less regular conversations on the
other. S2 is the most structured of the tasks, with participants likely
to take a systematic approach to exchanging information when
identifying differences. S3 may start with a semi-structured phase
during which participants share nearby items, but becomes a more
natural discussion, similar to S1, thereafter. Therefore, scenarios S1
and S3 are more appropriate for studies where the natural flow of
conversational states is an important property.

S1 requires conflict resolution through negotiation. S2 does not
introduce conflict between the participants, and is therefore purely
collaborative. S3 represents a middle ground where conflict may oc-
cur, and if so must be resolved collaboratively, but is not prescribed
by the scenario. S1 and S3 are therefore more fitting for evaluating
the ability of a system to transmit cues that contribute to building
trust and conveying emotions. While S2 allows task performance
to be quantified by measuring task completion time, it is a poor
measure of system effectiveness for S1 and S3, as conflict resolution
strategies and the resulting duration may differ between groups.

As shown in Section 4, S2 and S3 require locomotion (i.e. moving
through the scene) to solve the task. S3 also evoked a high degree
of head movement, quantified as translation and rotation speed.
Scenarios that evoke more motion are suitable for evaluating system
support for navigation (e.g. with redirected walking) or spatial
awareness (e.g. through directional audio cues).

In terms of scalability, S2 is the least suitable for larger groups
(e.g. 4+ participants), since participants are more likely to be able
to see others shapes as group size increases. S1 can be scaled by
increasing the number of unassigned rooms, but conflict resolution
with additional participants becomes more time-consuming. Scaling
S3 is straightforward for up to 12 participants, at the cost of an
extended duration of the discussion phase.

6 Summary and Outlook

This work presented the ICS-MR dataset, which is comprised of
three conversation scenarios suitable for assessing communication
in MR systems. The dataset contains all the materials required for
incorporation into user studies, including participant instructions,
Unity implementations, and resources for realization in real-world
and video-conferencing reference contexts. To characterize the be-
havior evoked by each of the described tasks, we analyze movement
recorded from recent applications. The results allow a detailed com-
parison of the scenarios that considers their scalability, applicability
to research aims and resulting participant behaviors.

While the ICS-MR dataset contains a range of conversation sce-
narios, many other experimental scenarios have been employed in
the context of assessing communication quality. The availability
and analysis of additional scenarios not covered by this dataset,
particularly those that are commonly used for assessing communi-
cation in non-immersive contexts, would provide the community
with the tools and knowledge to assess communication in immer-
sive systems in a reliable, reproducible manner. In addition to ex-
perimental scenarios, evaluation methods, including behavioral
analysis approaches and standardized questionnaires, form a vital
part of the assessment of quality of experience, and require careful
development and application in parallel to conversation scenarios.

The scenarios, materials, and implementations provided by the
ICS-MR dataset will serve to inform researchers when designing
experiments for future communication evaluation studies, as well
as representing a step towards standardization of conversational
scenarios for novel immersive communication media.
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