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Abstract
In networked applications, latency can disrupt the sense of syn-
chrony by causing offsets e.g. between local speech and remote
visual response. We investigate the influence of frequency and
Stimulus Onset Asynchrony (SOA) on synchrony perception dur-
ing rhythmic audiovisual experiences. Our results show that the
Point of Subjective Synchrony (PSS) is influenced by frequency,
whereas the Window of Subjective Synchrony (WSS) is not. Vari-
ations in SOA induce adaptive gaze behavior in response to au-
diovisual latencies, while pupil diameter increases with increasing
SOA, suggesting a higher cognitive load for successive unisensory
rather than integrated events. This has practical implications for
the design of computer-mediated applications that promote a sense
of community through rhythmic interaction. Eye tracking data may
indicate perceived (a)synchrony in audiovisual integration. In addi-
tion, the choice of frequencies may help to mask latencies, enhance
the experience of synchrony and thus support feelings of closeness
and intimacy in virtual interaction.

CCS Concepts
• Human-centered computing → Empirical studies in HCI ; •
Applied computing→ Psychology.
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1 Introduction
Latencies are inevitable in computer-mediated interactions, arising
from factors like network transmission delays, processing times,
and hardware limitations. They can become particularly problem-
atic when remote users attempt to rhythmically synchronize with
each other. Even seemingly simple tasks like synchronous clapping
during a video conference often result in disjointed, asynchronous
experiences due to latency. Similar challenges have been noted
in remote music collaborations, with musicians emphasizing that
"latency is an enormous issue" [8]. Likewise, many virtual reality
(VR) applications like multi-user virtual dancing, rely on precise
synchronization of full-body movements, often leading participants
to adjust their timing to compensate for delays [52]. This work
investigates how latency impacts synchrony perception in rhyth-
mic audiovisual stimuli, linking basic mechanisms of audiovisual
integration to the individual experience of synchrony.

Our experiment explores the effect of stimulus onset asynchrony
(SOA) on the point of subjective synchrony (PSS) and the window
of subjective synchrony (WSS) in a multisensory decision-making
task. We vary the frequency and temporal proximity of rhythmic
auditory and visual events to correlate synchrony judgements with
implicit measures of cognitive load (pupil diameter) and visual
processing accuracy (smooth pursuit eye movements). The aim
is to understand how large a temporal offset can be, before we
experience unisensory rather than integrated events and how this
perception is modulated by different rhythms. In addition, we are
investigating whether it is possible to identify eye-based markers
that allow automated detection of synchrony violations and thus
breaks in co-presence.

This investigation into the perceptual mechanisms underlying
feelings of synchrony is motivated by the critical role that synchro-
nized behavior plays in fostering a sense of community [21, 23,
30, 33, 44]. High levels of asynchrony disrupt the smooth flow of
events and the emergence of intimacy, closeness, and group cohe-
sion [21, 44]. In contrast, synchrony has been shown to promote
likeability [33], trust [1], and collective connection [17].

There are various technical approaches to reduce or mask net-
work latencies, such as reducing image resolution or frame rates
[34], employing compression algorithms [29], or client-side predic-
tion [38]. An essential research question relates to the threshold
at which synchrony perception is disrupted. Understanding this is
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crucial in order to apply such techniques dynamically and avoid
unnecessary quality trade-offs.

Previous work has shown that the perception of synchrony can
vary significantly, depending on the context and type of stimuli
involved [12]. However, there is almost no research on rhythmic
audiovisual stimuli, despite their relevance in remote interactions
such as collaborative music performances, virtual dance rehearsals,
online fitness classes and multiplayer rhythm games. This raises
the question of which factors specifically affect the synchrony
perception of rhythmic audiovisual stimuli.

Our results show that both the frequency of the rhythmic stimu-
lus and the order of latency-affected stimuli (audio-first vs. video-
first) significantly influence the point of subjective synchrony (PSS).
Additionally, eye tracking measures indicate that stimulus fre-
quency and latency impact cognitive load. These findings have
practical implications for the design of rhythmic networked inter-
actions: eye tracking data can serve as physiological indicators of
perceived (a)synchrony, while a careful choice of frequencies could
help to mask latencies, enhance the experience of synchrony and
thus promote a sense of closeness in remote computer-mediated
interactions.

2 Related Work
In the following we discuss related work on the impact of la-
tency and synchrony in computer-mediated interactions, synchrony
judgement of non-rhythmic and rhythmic audiovisual stimuli, as
well as on eye movements and synchrony judgements.

2.1 Impact of Latency and Synchrony in
Computer-Mediated Interactions

Synchronized activities, such as singing and dancing, can foster a
sense of connection and belonging through entrainment, a process
where individuals naturally and unconsciously align their rhythms
[44]. Previous research has shown that such activities can promote
intimacy, closeness, and empathy [23, 30, 33]. Pro-social effects
of interpersonal motor synchrony (IMS) have recently been ex-
plored in the field of Human-Computer Interaction (HCI) across
various contexts [1, 26, 33, 47, 48, 60, 67]. For instance, Robinson
et al. present In the Same Boat – a canoeing computer game – and
demonstrate that synchrony as a game mechanic enhances the
sense of closeness between players, especially if physiological or
embodied controls such as breath rate or facial expressions are
used instead of standard keyboard controls [60]. A similar but more
immersive experience is the VR installation JeL, which fosters con-
nection with others and nature through synchronized breathing,
visualized as biofeedback-driven animations of jellyfish and corals
[67]. Other examples include Yamove!, a real-time in-person dance
battle game [26], NeuralDrum, an XR drumming experience pro-
viding feedback on brain synchrony [47], or ExerSync, a system
that uses audio-visual cues to synchronize the users’ movements
in diverse exercises such as rope jumping, cycling or running [48].

Despite this growing interest, further research is needed to fully
understand IMS, and HCI applications that leverage synchronized
motor activities between (remote) users should build upon these
insights. As Rinott et al. emphasize, “IMS can be designed, and
should be designed: the knowledge created in the laboratories can

serve to increase the prevalence and sophistication of such experi-
ences created deliberately.” [59]. In line with this perspective, the
goal of this paper is to deepen the understanding of IMS and its
prerequisites through a controlled laboratory experiment.

The first step toward understanding synchronization is timing:
Achieving interpersonal motor synchronization requires aligning
one’s own actions with the predicted movements of another user,
which demands a high degree of temporal precision [64]. However,
in the context of long-distance interactions, achieving such accu-
racy is challenging due to latency caused by network transmission
delays, processing times, and hardware limitations. This is vividly
illustrated by the examples above: games specifically designed to
foster connection between remote users consistently highlight la-
tency as a significant problem [48, 60], e.g. “Most participants [. . . ]
mentioned the delay in the game due to network latency was chal-
lenging” [60].

Of course, transmitted networked data (e.g. audio and video data)
can be buffered so that it can be presented in a synchronous manner
to a remote client. Nevertheless, interactions can still be perceived
as asynchronous, e.g. a delayed visual or acoustic response from a
remote user to a stimulus from a local user. In mediated audiovisual
interactions, latency can result in mismatches where the audio lags
behind the video, e.g. the sound of a remote orchestra lags behind
the movements of a local conductor [61]. It is also possible for the
video to lag behind the audio, for example the movements of a
remote dancer to lag behind the performance of a local musician
or behind a globally synchronized music playback. Another prac-
tical example of such latency challenges is the ExerSync system
mentioned earlier, which uses audio-visual cues derived from the
rhythm of the leading user to promote interpersonal synchrony.
In this system, latency between the leader’s movements and the
audio-visual cues perceived by remote users is inevitable due to
network transmission delays [48].

Typical latencies vary depending on the application and the in-
frastructure. In VR, network latencies below 15 ms are ideal for
collaboration [13], while for videoconferencing, latencies below
150 ms have been considered acceptable [79]. Various attempts
have been made to develop recommendations for acceptable thresh-
olds in HCI applications. However, it has been shown that the
perception of latency can vary significantly depending on the task
[65], the sensory modalities [28], or the content type (e.g. music
vs. speech) [12]. Understanding these different user perceptions is
crucial, as latency has a direct impact on the overall user experience.
As van Damme et al. stress: “The existing literature [...] has mostly
focused on network requirements from a system point-of-view,
where the key performance parameters are only provided in the
form of Quality-of-Service (QoS) parameters (such as end-to-end
latency). However, the translation of these network impairments
to the end-user experience is often omitted.” [72].

Latency in computer-mediated interactions can disrupt the com-
munication flow, cause confusion, lead to frustration, hinder deci-
sionmaking, and reduce spontaneity [46, 62]. Over time, it can erode
trust and rapport, making interactions feel disjointed [24]. Non-
verbal cues such as gestures and facial expressions are particularly
affected, as latency disrupts synchrony, leading to misunderstand-
ings and reduced emotional engagement [24, 46, 62]. Latency also
significantly impacts collaborative activities such as music-making
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and dance, disrupting synchronization in joint actions [9], for in-
stance with negative effects on online music education [61] and
in performance arts [25]. The referenced studies investigate real-
world conditions; therefore, we conclude that the observed negative
effects occur across typical latency levels in various contexts (as
outlined in the previous paragraph) and are not confined to extreme
delays, such as those associated with poor internet connections.

The occurrence of latency cannot be fully prevented (as it is
unavoidable in networked environments). While radical strategies
to minimize latency could involve reducing frame rates or image
resolution during latency peaks, the application of methodologies
designed to enhance the perception of synchrony in asynchronous
scenarios may present a potential approach to mask latency ef-
fects [59]. However, especially for methods that involve trade-offs
in streaming quality, it is crucial to understand the thresholds of
perceived synchrony – specifically, what levels of latency are still
considered acceptable in certain scenarios [23, 57].

2.2 Synchrony Judgements of Non-Rhythmic
Stimuli

Synchrony judgements (SJ), where participants rate events as syn-
chronous or asynchronous, are widely used to study synchrony
perception [12, 16, 74, 78]. In this context synchronous stimuli
are often offset in time and the influence of this Stimulus Onset
Asynchrony (SOA) is used to identify when participants perceive
different stimuli to be in sync [5, 68, 73]. The Point of Subjective
Synchrony (PSS), the SOA perceived as most synchronous, varies
across individuals but was found to remain stable for each indi-
vidual [68]. It has been shown that for audiovisual stimuli it also
depends on the event type and duration [12] and is generally shifted
toward audio lags [39, 74]. In addition, temporal recalibration plays
a significant role in SJ, as prior exposure to audiovisual delays influ-
ences perception, shifting the PSS toward prior experienced offsets.
Research shows this shift can be as large as 30 ms, effectively re-
calibrating synchrony perception based on previous audiovisual
experiences [16, 75]. While the PSS refers to a specific SOA, the
Window of Subjective Synchrony (WSS) or Temporal Integration
Window (TIW) is often used to analyse the range of SOAs within
which participants perceive synchrony [39, 78].

2.3 Synchrony Judgements of Rhythmic Stimuli
Research on the emergence of intimacy during rhythmic (multi-
sensory) processing in computer-mediated interactions remains
scarce, with the interplay between stimulus frequency and tem-
poral asynchrony still not fully understood. Understanding this
relationship is essential, as many applications rely on rhythmic
contexts. Examples include music education [61], remote orches-
tras [8], virtual conducting [9], online dance collaborations [25, 52],
and rhythm-based virtual reality games [31], all of which depend
on precise temporal coordination. Identifying specific frequencies
that are particularly sensitive to synchrony would enable designers
to adapt their systems accordingly, for example by avoiding certain
frequency ranges or by prioritizing network latency optimization
in scenarios where such frequencies are prevalent.

As previously suggested by Hopkins et al. [22], it can be hy-
pothesized that for rhythmic stimuli, as soon as latency exceeds

the frequency’s period, users will not be able to distinguish which
cycle the stimulus corresponds to. For instance, in a 2 Hz rhythmic
interaction (with a period of 500 ms), a shift of 600 ms, might be
perceived identically to a 100 ms shift because of the rhythmic
nature of the stimulus.

For rhythmic audiovisual stimuli, matching stimuli becomes un-
reliable once the frequency exceeds 4 Hz [5]. This suggests that in
the context of networked experiences, frequencies below 4 Hz may
be advantageous to enable synchronous experiences. In contrast,
Wojtczak et al. [77] found that audio stimulus’ pitch does not in-
fluence synchrony perception. For moving visual stimuli, it was
found that SJ is primarily influenced by the peak velocity within the
trajectory, even if participants are instructed to focus on position
cues [58, 69]. Furthermore, Heins et al. [19] found that intentional
sound production, such as in tap dancing, creates a broader TIW
compared to incidental sound production, and that higher event
density increases synchrony ratings, even when audiovisual signals
are not perfectly aligned. These findings indicate that higher fre-
quencies might facilitate synchronous experiences in audiovisual
mediated interactions. However, to our knowledge, no systematic
investigation has yet addressed the influence of specific frequencies
on perception of synchrony.

2.4 Pupillometry and SPEM
Pupillometry serves as a non-invasive, sensitive, and reliable indi-
cator of various psychological, cognitive, and physiological states.
In general, the pupil takes about 2 seconds to dilate and return
to baseline in response to a single, brief stimulus [20]. Changes
in pupil diameter can reflect underlying cognitive, emotional, and
physiological processes, making pupillometry a valuable tool for
gaining insights into brain function and psychological states [3, 18].
This is particularly beneficial for states that may not even be con-
sciously perceived or where explicit reporting is not possible for
the participant [14].

For example, pupil dilation is frequently utilized as an indicator
of mental effort in cognitive research [71], but it can also reflect
related psychological states, such as surprise, cue uncertainty, or
violation of expectations [4, 36, 54]. The pupil also indicates en-
trainment to rhythmic patterns [76], and demonstrates dilation in
response to increasing speed, as shown in studies by Fink et. al [14].
This suggests that the pupil not only synchronizes with rhythmic
stimuli, but also adjusts its dilation dynamically to accommodate
variations in stimulus speed, reflecting its sensitivity to changes in
the temporal structure of sensory input.

Dynamic Attending Theory (DAT) can provide further insight
into the behavior of the pupil in relation to synchrony detection.
DAT, as proposed by Large and Jones [32], assumes that attention
is aligned with the rhythmic patterns of external stimuli, such as
music or speech. In terms of synchrony judgement, our brain uses
internal oscillations to predict when events will happen, allowing
us to synchronize with them. If two sounds, e.g. drums and bass,
are slightly out of sync (due to microtiming asynchronies), the
brain detects these deviations by widening its attentional focus
to encompass both sounds [11]. This adjustment helps maintain
synchronization [27] but requires additional cognitive effort to
manage timing differences, as shown by Skaansar et al. [66]: They
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examine asynchronies between bass and drum, demonstrating that
due to higher cognitive load the pupil size increases during higher
SOAs. While they concentrate on the perception of music, in this
paper we explore the influence of audio-visual stimuli, which are
usually central in computer-mediated interactions. Skaansar et al.
also do not investigate the perception of synchrony and instead
focus on "groove”, a construct describing the feeling of wanting
to move along to music. Further, their study does not examine
the effects of different frequencies on synchrony judgements or
on eye movement data and does not address smooth pursuit eye
movements as potential indicators in this context.

Smooth Pursuit Eye Movements (SPEM) allow us to smoothly
track small moving objects. Early findings by Lisberger et al. [37]
show that for higher frequencies the lag of eye position behind the
target increases but that this lag is "independent of the amplitude
of the movement" [37]. In the context of synchrony judgement,
SPEM play a role in following and predicting rhythmic patterns, as
discussed by Masson and Stone [41]. SPEM helps align visual at-
tention with external stimuli, aiding the brain in anticipating when
events, like beats in music, will occur. This anticipatory mechanism,
as outlined by Schütz et al. [63], supports the brain’s ability to
assess synchrony, such as between visual and auditory cues, and
determine if they are in sync.

2.5 Summary
While synchrony perception in the context of non-rhythmic audiovi-
sual stimuli is well studied, research on rhythmic audiovisual stimuli
is limited so far. In particular, there is, to our knowledge, no research
on the relation between stimulus frequency, synchrony judgements
and pupillometry. Our investigation bridges this gap, providing
insights on how frequency influences synchrony judgements and
how both actual and perceived asynchronies influence pupillom-
etry, enabling a better understanding of synchronous rhythmic
experiences. Our findings contribute to research on enhancing user
experiences in HCI, especially in scenarios where precise timing
and synchrony are critical and different latencies can be present,
such as in collaborative virtual environments and real-time com-
munication tools.

3 Method
We conducted a controlled laboratory experiment to simulate la-
tency in rhythmic audiovisual stimuli, as commonly encountered in
computer-mediated contexts. This was achieved by systematically
manipulating the stimulus onset asynchrony (SOA). We investigate
1) how the perceptual integration of rhythmic stimuli is influenced
by SOA and frequency, 2) how this is related to individual percep-
tion of synchrony and 3) whether eye tracking data can serve as an
indicator of perceived audiovisual (a)synchrony.

3.1 Experimental Procedure
The experiment took place in a room with an ambient illumination
of approx. 200 lux. Participants were seated upright at a table with
a computer monitor approximately 65 cm away. A chin rest was
used to minimize head movements and was adjusted to a comfort-
able height that also allowed valid calibration of the eye tracker.
Prior to the start of the experiment, participants completed a short

questionnaire collecting demographic information and details of
any visual or hearing impairments.

The experiment consisted of two blocks (corresponding to two
visual compositions, cf Section 3.2), each lasting approx. 15 to
20 minutes. There was a 10-minute break in between. Prior to
the start of each block, participants completed a five-point eye
tracker calibration. To ensure accurate control of the audiovisual
stimulation, the system was calibrated using the synchronisation
tool SyncOne21. Before the start of the experiment, a short test
(ten trials) was administered to ensure that the instructions were
understood.

During task processing, participants followed a 15 x 15 mm
fixation cross (approx. 0.9 degrees of visual angle) with their eyes
as it moved horizontally between two vertical boundary lines, cf.
Figure 1. Each time the cross reached one of the boundaries, a tone
was played. The auditory stimulus was a 250 Hz square wave (cf.
[68]), played for 33 milliseconds (cf. [39]) at 60 dB. The tone was
reproduced using wired over-ear headphones to avoid the effects
of ambient noise or variations in speaker placement. Depending
on the experimental condition, the tone either slightly preceded
or followed the cross’s contact with the line; in other trials, both
events occurred simultaneously.

Participants were instructed to rate the synchrony of the audiovi-
sual event by entering their ratings on a four-point scale using the
keys 1, 2, 3 and 4 on the keyboard. All four keys were color coded
red, light red, light green, and green respectively, and additionally
marked with - -, -, + and ++, representing the rating labels “very
asynchronous”, “rather asynchronous”, “rather synchronous”, and
“very synchronous”. The keys next to the designated response keys
had been removed to prevent accidental key presses. The synchrony
judgements could be made at any time, but there was a minimum
processing time of four seconds to ensure that a sufficient amount
of smooth pursuit eye tracking data was collected in each trial. In
case of earlier key presses, the fixation cross turned blue to indi-
cate that the entry was recorded. After the individual judgement
was made and the minimum duration had elapsed, an intertrial
screen was displayed for two seconds. The complete experiment
took approximately one hour.

Figure 1: Visual layout of the audiovisual task during the
condition of 0.8 units distance between the boundary lines.
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Table 1: Speed and distance according to the visual composition during all experimental conditions. Note, that values are given
in normalised window units (-1 to 1) (per second) and degrees (per second).

0.5 Hz 1 Hz 2 Hz

constant distance velocity: 0.4 (9 deg/s) velocity: 0.8 (18 deg/s) velocity: 1.6 (36 deg/s)
distance: 0.8 (18 deg) distance: 0.8 (18 deg) distance: 0.8 (18 deg)

constant speed velocity: 0.8 (18 deg/s) velocity: 0.8 (18 deg/s) velocity: 0.8 (18 deg/s)
distance: 1.6 (36 deg) distance: 0.8 (18 deg) distance: 0.4 (9 deg)

3.2 Experimental Design
We varied stimulus onset, stimulus frequency and the visual compo-
sition in a simple audiovisual judgement task. Explicit (subjective
reports) and implicit (pupil size changes, SPEM) measures were
applied to quantify the individual experiences. Selection of SOAs
was based on previous findings (cf. [39, 68]) and covered a range
from -250 ms to +250 ms. According to Benjamins et al. [5], syn-
chrony perception becomes unreliable for audiovisual stimulus
processing above 4 Hz. We included 2 Hz since it corresponds to
common rhythms in music [40], and added 1 Hz and 0.5 Hz as lower
subdivisions. However, in the 2 Hz condition, an SOA of ±250 ms
would play the tone exactly when the cross was in the middle of
the boundary lines and it would be no longer possible to distin-
guish between +250 ms and -250 ms asynchrony. As a result, this
combination of frequency and SOA was excluded.

Fink et al. [14] report pupil diameter to be affected by stimu-
lus velocity. Accordingly, we incorporated two different concepts
for the visual composition: Constant speed (movement distance
is varied) and constant distance (speed depends on the frequency)
for which values are shown in Table 1. Movement acceleration
remained stable across all conditions as peak velocity has been
shown to influence synchrony judgements [69].

The variation of SOA, frequency and visual composition resulted
in an 11 x 3 x 2 within-subject design. The factor SOA included
the subdivisions ±250, ±200, ±150, ±100, ±50, and 0 ms (perfect
synchronization). Negative SOAs indicate that the visual event
(cross meets boundary line) was preceded by the tone.

SOA values simulate the total round trip time required for the
first presented stimulus to be transmitted to the remote partner
and the response stimulus to be transmitted back. The simulated
latency can therefore be interpreted as SOA / 2, which results in a
simulated latency range of 0 ms to 125 ms. This range corresponds
to typically occurring or recommended latencies, as described in
Section 2.1. By accounting for both negative and positive SOA
values, this encompasses scenarios where either the video precedes
the audio (e.g. audio response from a remote orchestra to the visual
movement of a local conductor) or vice versa (e.g. a remote partner
dancing to a song created by a local partner).

As depicted above, we covered the frequencies 0.5, 1 and 2 HZ,
indicating the time the cross moves between the two boundaries.
As the visual composition was identical for 1 Hz in both the con-
stant distance and constant speed condition (cf. Table 1), only one
configuration was used.

1https://sync-one2.harkwood.co.uk/

To avoid sequence effects, the variation in frequency and vi-
sual composition was counterbalanced across participants using a
Latin square design [6], while the SOA was randomized and pre-
sented five times per condition. The exclusion of one participant
resulted in a slightly unbalanced design. As dependent variables we
recorded behavioral data, i.e. synchrony judgements on a four-step
single item rating scale and the time until synchrony judgement.
To determine cognitive workload and visual processing accuracy,
we used cognitive pupillometry and recorded smooth pursuit eye
movements.

3.3 Participants
24 volunteers (13 female, 9 male, 2 divers / not disclosed; mean
age: 26 years (SD: 3)), all (international) students or researchers at
Bauhaus-Universität Weimar participated in the experiment. Hear-
ing impairments were not reported. For optimum eye tracking
results, visual impairments were corrected to normal via contact
lenses instead of glasses. Information on regular medication was not
collected. All participants received a 10€ compensation. One partic-
ipant was excluded from further analysis due to difficulties during
task processing. This resulted in 𝑁 = 23 participants. Written in-
formed consent was obtained prior to the start. All measurements
were performed in accordance with the Declaration of Helsinki and
were approved by the ethics committee of Technische Universität
Ilmenau.

3.4 Apparatus & Software
We used a 360 Hz, 27” (2560 x 1440) monitor (ASUS ROG Swift
PG27AQN) connected to a computer with no unnecessary programs
running in the background to avoid any overhead. A frame rate
of 160 fps was chosen; this allowed all SOAs to be achieved accu-
rately, as their values are multiples of the resulting frame duration
of 6.25 milliseconds. The audio stimulus was presented through
wired headphones (RAZER Kraken V3 X over-ear). A Tobii Pro
Nano eye tracker with a sampling rate of 60 Hz was used to record
pupil size changes and smooth pursuit eye movements. The experi-
mental software PsychoPy [49] was used to set up the experiment
as it meets the requirements of providing adequate audio-video
synchronization with a sync variance of approximately 0.93 mil-
liseconds [7].

A low latency jitter is particularly important for the current
experiment as –unlike a constant latency– it cannot be corrected
by calibration. Triple buffering was disabled on the experiment PC
because Psychopy expects a double-buffered rendering pipeline.
For sound presentation, we used the ptb library which is the recom-
mended setting for high-precision audio-timing [50]. Audio latency

https://sync-one2.harkwood.co.uk/
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priority was set to critical. The current PsychoPy implementation
is close to the one described by Bridges et al. [7], but adapted to
our stimuli. For example, we uploaded a custom wave file to be
able to use a 250 Hz square wave audio (cf. [68]), but buffered it
to ensure low latency. Unlike Bridges et al., we implemented the
audio presentation using a code component rather than the GUI
element, otherwise the duration of the audio signal would not be
precise enough, resulting in glitches or short audios (about 70 ms)
sometimes not being played at all. As recommended by PsychoPy,
we used a frame-based implementation to achieve precise timing.
[51].

3.5 Data Processing
The current subsection outlines our analysis process, including
information on the pre-processing of the eye tracking data and on
the statistical analysis.

3.5.1 Pre-Processing of Eye Tracking Data. Since the presentation
of the audio stimulus was latency corrected (cf. Section 3.4), we
applied the same correction during the pre-processing of the eye
data to determine the exact time at which the tone was played.

Pupil data was blink-reconstructed (using the python datamatrix
library with default values [43]) and baseline corrected (subtrac-
tive baseline correction). The baseline period was defined as the
time frame before the onset of the first audio stimulus plus the
minimum latency of the pupil response (200 ms) [42]. This period
was excluded from the pupil data series. Trials in which baselines
could not be calculated due to invalid values (𝑛 = 27, 0.46%) were
excluded, as were trials with extreme baselines, i.e. with absolute
z-scores greater than 2.0 at participant level [42] (𝑛 = 213, 3.63%). If
a trial had no valid eye tracking values, both the mean pupil size
and the mean gaze stimulus distance were also marked as invalid
(𝑛 = 6, 0.10%). In total, 246 trials (4.19%) were excluded from further
analysis of the eye tracking data, leaving 5619 valid trials.

Gaze position data were trimmed to exclude recordings prior to
the first audio stimulus because, similar to pupil responses, SPEM
cannot be attributed to perceived asynchrony before the asynchrony
has occurred. We calculated the distance between the mapped gaze
samples and the position of the moving stimulus, with negative
values indicating that the gaze was behind the stimulus and positive
values indicating that it was ahead of the stimulus. Outliers were
excluded using the median absolute deviation (MAD) with a rather
conservative threshold of 3 MAD [35]. This resulted in 117 trials
that were additionally excluded from the SPEM data.

3.5.2 Statistical analysis. Except stated otherwise, we ran linear
mixed models (LMMs) in R (version 2024.04.2) [55] using the lme4
package (version 1.1-35.5) [2] for the main analysis. In all models,
we added participants as a random effect. Maximum Likelihood
Estimation (ML) was used for model fitting and comparison, and a
restricted Maximum Likelihood approach (REML) for final model
estimations and to calculate inter-class correlation (ICC). To test the
assumptions of linearity, homoscedasticity, as well as independence
of residuals we used residual plots and ACF plots. The normal
distribution of synchrony judgements and eye tracking data was
evaluated graphically using Q-Q plots and histograms. It has been
shown that ordinal data can reliably approximate a continuous

variable [45, 70]. Therefore, we treated synchrony judgements as
continuous for running LMMs, despite the limitation that it was
measured on a 4-step scale. A significance level of 0.05 was used to
determine the statistical significance of the following results.

4 Results
The current section presents the results on subjective reports (PSS,
WSS), behavioral responses (decision time) and oculomotor re-
sponses (pupil diameter, SPEM).

4.1 Synchrony Judgement, Pupil Diameter and
Gaze-Target Distance

Synchrony judgements were based on a 4-point single-item Likert
scale. The distance in the x-direction between mapped gaze sample
and the target position was applied to quantify the ocular pursuit
(degrees of visual angle, negative values indicate gaze lag). Decision
times (time between task onset and motor response) were recorded
for each trial. Figure 2 shows the mean values of the dependent
variables; SOAs are depicted separately for each frequency. Note
that, asmentioned above, the ±250ms SOA condition is not available
at a frequency of 2 Hz.

We used separate LMMs to analyze each of the three primary
dependent variables. Starting with the null model, we first added
the frequency condition as a predictor. Given that visual inspection
of our data suggests a turning point around 0 ms SOA for all three
dependent variables, we introduced soa_negative (if TRUE, the
audio stimulus was played before the fixation cross reached the
border line) and absolute SOA as separate predictors. The third
independent variable ’visual composition’ was added as ’distance’,
specifying the distance between the two border lines (cf. Table
1). We chose to add the independent variables in this form as this
seemed meaningful for later interpretation.

To improve interpretability of the resulting coefficients, predic-
tors were neither centered nor standardized. Thus, we prioritized
preserving the coefficients’ original units rather than identifying
the variable with the most significant relative effect, as our focus
was on understanding each variable’s individual influence (e.g. what
change in pupil dilation can be expected in response to strongly
perceived asynchrony) rather than its relative importance.

We inspected whether incrementally adding each of the predic-
tors improved the models in terms of AIC (Akaike Information
Criterion). This was the case for all three models. After establishing
the model with main effects we experimented with including in-
teraction terms among these predictors: We tested whether adding
an interaction between soa_negative and absolute_SOA improved
the fit of the synchrony judgement model. Given that previous
research and our data indicate that the PSS is slightly shifted to-
wards positive asynchronies [68, 74], incorporating this interaction
might better capture how the SOA effect varies with the order of
presentation. We did not include any other interaction terms in our
models, as this would likely lead to overfitting. Additionally, AIC
and BIC (Bayesian Information Criterion) indicated that including
additional interaction terms would not have improved our models
much while adding unnecessary complexity. For example, including
all potential interaction terms increased the BIC of the synchrony
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Figure 2: Mean values for synchrony judgement (upper row), baseline corrected pupil diameter (middle row) and distance in
the x-direction between gaze position and fixation cross (lower row) in all frequency - SOA combinations. Error bars indicate
standard errors, adjusted for repeated measures (𝑛 = 23).

judgement model to 13602.08, while the model with only one in-
teraction between soa_negative and absolute_SOA resulted in a
BIC of 13592.21. The higher BIC values indicate that the additional
complexity from these interaction terms was not justified, as it did
not provide substantial improvement in model fit.

Each model was validated as described in Section 3.5.2 and esti-
mates are presented inTable 2. It can be observed that all predictors
are statistically significant, except for the distance predictor in the
synchrony judgement model. The interaction between negative
SOA (audio first) and absolute SOA also showed a significant nega-
tive effect in the judgement model. In the pupil dilation model, the
estimate of the predictor absolute SOA corresponds to the rounded
value 1.724e-04 indicating that for every millisecond increase in
absolute SOA, pupil dilation increases by approximately 0.0001724
mm, which for example corresponds to an increase of 0.04 mm in
case of the 250 ms SOA condition.

Investigating estimated marginal means plots (not shown) of the
interaction in the judgement model (SOA negative × absolute SOA)
reveals that the slope for negative SOAs is steeper than the slope
for positive SOA conditions, indicating that as the absolute SOA
value increases, the decrease in synchrony judgements is more
pronounced when the audio is presented first. This can also be
obtained from the descriptive statistics in Figure 2. ICC for the
random effect participant, obtained from the null model was 0.09
for the judgement model, 0.11 for the pupil dilation model and 0.17
for the gaze model.

4.2 Influence of Frequency on Synchrony
Judgement

To further investigate the influence of stimulus frequency on syn-
chrony judgement, we combined the two visual compositions due
to their lack of significant influence on subjective synchrony (cf.
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Table 2: Combined results of the LMM models for the three dependent variables. Note, that estimates are unstandardized
regression coefficients; t-tests use Satterthwaite’s method; significant predictors are shown with the following codes: 𝑝 < 0.001
***, 𝑝 < 0.01 **, 𝑝 < 0.05 *.

Model Estimates 95% 𝐶𝐼 𝑑 𝑓 𝑡 𝑝

Synchrony Judgements

(Intercept) 3.993 3.82 – 4.16 55.80 47.16 < .001 ***
distance -0.060 -0.13 – 0.00 5837 -1.72 .068

frequency -0.092 -0.13 – -0.05 5837 -4.02 < .001 ***
SOA negative / audio first -0.174 -0.26 – -0.09 5837 -43.01 < .001 ***

absolute SOA -0.004 -0.00 – -0.00 5837 -46.08 < .001 ***
SOA negative × absolute SOA -0.005 -0.01 – -0.00 5837 -46.08 < .001 ***

Mean Pupil Dilation

(Intercept) 0.004 -0.02 – -0.03 71.56 0.37 .716
distance -0.022 -0.03 – -0.01 5592 -4.35 < .001 ***

frequency 0.025 0.02 – 0.03 5592 8.04 < .001 ***
SOA negative / audio first 0.022 -0.03 – -0.02 5592 -6.98 < .001 ***

absolute SOA 0.000 0.00 – 0.00 5592 5.95 < .001 ***

Mean Gaze-Target Distance

(Intercept) 1.406 1.20 – 1.62 40.50 13.21 < .001 ***
distance -0.393 -0.46 – -0.32 5246 -11.00 < .001 ***

frequency -0.943 -0.98 – -0.90 5245 -46.00 < .001 ***
SOA negative / audio first 0.045 0.00 – 0.09 5245 2.13 .033 *

absolute SOA -0.001 -0.00 – -0.00 5245 -8.34 < .001 ***

Table 2). While Gaussian probability density functions are often
used to fit subjective synchrony judgements [10, 12, 39], we found
that fitted functions did not describe our data well. To examine
the influence of stimulus frequency on the point of subjective syn-
chrony (PSS) and the window of subjective synchrony (WSS), we
thus employed the At-A-Glance model [78], which is more agnostic,
has been shown to produce good fits, and can account for temporal
re-calibration. The At-A-Glance model was fit for each participant
and frequency using the dichtomised synchrony ratings.

The fitting was done in R using the open-source code from
Yarrow et al. [78]; the quality of the fit was evaluated using Leave-
One-Out cross-validation (LOO) and Pareto k diagnostics (96.8% of
the observations classified as good with k < 0.7). To verify the fit,
R2 scores were computed for the fitted functions and participants
with R2 score below 0.5 for at least one frequency condition were
excluded from the analysis. Excluding participants based on this
criterion was motivated by related work on the investigation of
synchrony and temporal order judgements, as it is an indicator that
participants were unable to achieve a task [39, 69]. This resulted
in six participants being excluded from the synchrony judgement
analysis.

The At-A-Glance model is structured around two cumulative
normal distributions, each defined by a decision criterion and the
associated variability. To quantify the judgement sensitivity, the
decision range was computed by determining the temporal distance

between the left decision criterion (LDC) and the right decision
criterion (RDC). In addition, the WSS was calculated as the time
range centered around the PSS for which the area under the function
covers 68.26% of the estimated total area under the fitted At-A-
Glance function. This computation is inspired by the computation
of the Temporal Integration Window (TIW) in related work [39],
which is derived through the standard deviation and refers to the
time range centered around the PSS which covers 68.26% of the
total area underneath the Gaussian curve.

In addition to the PSS, the decision range, the WSS, the LDC,
and the RDC, we included the mean decision time (DT) in the
analysis (cf. Figure 3). Q-Q plots were used to assess the normality
of parameters across different frequency conditions (cf. Section
3.5.2). Most parameters, including the PSS, WSS, LDC, DT, and the
decision range were normally distributed across all frequencies (0.5
Hz, 1 Hz, 2 Hz). Only RDC showed slight deviations from normality
at 0.5 Hz and 1 Hz.

To investigate the influence of the frequency condition on the
normally distributed parameters, different LMMs were used. Again,
participants were chosen to be the random effect and PSS, WSS,
LDC, DT and decision range were respectively entered as a depen-
dent variable.

Here, the 0.5 Hz frequency condition was used as the reference
level in the LMMs. The analysis reveals that frequency significantly
influences both the PSS and the LDC. For the PSS, the intercept
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(a) Point of subj. synchrony (b) Left decision criterion (c) Window of subj. synchrony (d) Decision time

Figure 3: Parameters of the fitted At-A-Glance functions and the decision times. Note, that 𝑝 < 0.001 ***, 𝑝 < 0.01 **, 𝑝 < 0.05 *

for the 0.5 Hz condition was 56.07. Significant effects were found
at both 1 Hz (𝛽 = 20.99, 𝑡 = 3.81, 𝑝 < .001) and 2 Hz (𝛽 = 15.57,
𝑡 = 2.82, 𝑝 < .01). For the LDC, the intercept at 0.5 Hz was −123.4,
with significant effects at 1 Hz (𝛽 = 19.41, 𝑡 = 2.87, 𝑝 < .01) and 2
Hz (𝛽 = 14.05, 𝑡 = 2.08, 𝑝 < .05). In addition, a significant effect on
the DT was observed. The intercept was 5112.18 with significant
effects for both the 1 Hz (𝛽 = −693.05, 𝑡 = −2.91, 𝑝 < .01) and
the 2 Hz condition (𝛽 = −589.50, 𝑡 = −2.47, 𝑝 < .05). In contrast,
the null hypothesis could not be rejected for the decision range
(intercept = 359.0, with no significant effects at 1 Hz or 2 Hz) and
the WSS (intercept = 127.6, with no significant effects at 1 Hz or
2 Hz), indicating no significant influence of frequency on these
parameters.

4.3 Influence of Synchrony Perception on
Oculomotor Responses

Finally, we aimed to investigate how perceived (a)synchrony affects
pupil dilation and gaze-target distance. When selecting the LMMs,
we took into account the criteria described described in Section 4.1
and chose synchrony judgement, as well as distance and frequency
as predictors. Frequency was added as an interaction term based
on a preliminary visual inspection of our data.

The pupil dilation model revealed significant negative effects
of distance (𝛽 = −0.02, 𝑡 = −4.60, 𝑝 < 0.001) and synchrony
judgement (𝛽 = −0.02, 𝑡 = −8.07, 𝑝 < 0.001) on pupil dilation.
The main effect of frequency was not significant (𝛽 = 0.01, 𝑡 =

1.090, 𝑝 = 0.276), however, the interaction between frequency and
synchrony judgement was (𝛽 = 0.01, 𝑡 = −8.08, 𝑝 = 0.012), indi-
cating that the effect of synchrony judgement on pupil diameter
varied for different frequencies. The SPEM model showed a sig-
nificant main effect of distance (𝛽 = 0.26, 𝑡 = 5.35, 𝑝 < 0.001),
frequency 𝛽 = −0.64, 𝑡 = −9.91, 𝑝 < 0.001), and synchrony judge-
ment (𝛽 = 0.20, 𝑡 = 7.43, 𝑝 < 0.001). The interaction effect was also

significant (𝛽 = −0.11, 𝑡 = −5.34, 𝑝 < 0.001), demonstrating that
synchrony judgements affect SPEM differently depending on the
frequency.

The Estimated Marginal Means (EMM) plots shown in Figure 4
illustrate the interaction effects. For the predicted pupil diameter, it
can be seen that the slope is slightly steeper at lower frequencies,
illustrating that the effect of the synchrony judgement on pupil di-
lation decreases with increasing frequency. However, the difference
is not as prominent as for the gaze-target distance. Here, for 2 Hz
there is almost no effect of synchrony judgement visible, while 0.5
and 1 Hz show a clear upward trend with higher EMMs for trials
that were rated as more synchronous. Additionally the negative
EMM values for 2 Hz indicate that for this frequency the gaze was
lagging behind the target, while for 0.5 and 1 Hz gaze was preceding
the target.

The relationship between perceived asynchrony with pupil di-
lation as well as with SPEM might be affected by the fact that all
three variables were influenced by frequency. To further investi-
gate potential multicollinearity, we calculated Generalized Variance
Inflation Factors (GVIF) and, to make them comparable across di-
mensions, GVIF1/(2*Df), as suggested by [15]. Since all GVIF1/(2*Df)
values were <2 we conclude that multicollinearity is not a severe is-
sue in our case. We also evaluated whether frequency might act as a
confounding variable. Our analysis shows that removing frequency
as a predictor does not drastically alter the influence of synchrony
judgement on pupil diameter or gaze-target distance. Further, in
both cases the full models as described in Section 4.1 fit better than
the reduced models. Therefore, frequency does not appear to be a
significant confounder, and no serious issues of multicollinearity
arise.
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Figure 4: Estimated Marginal Means (EMM) for predicted pupil dilation (mm) and predicted gaze - target distance (deg) as a
function of synchrony judgement.

5 Discussion
This section discusses the results presented in Section 4 and reflects
on factors that influence the processing of rhythmic audiovisual
stimuli. We address the limitations of our work and discuss future
work (Section 5.4).

5.1 Synchrony Judgements
Our results show that higher frequencies are perceived as slightly
more asynchronous (cf. Table 2), suggesting that the task of per-
ceiving synchrony becomes more difficult at higher frequencies [5].
As anticipated, stimuli with greater temporal offset are perceived as
more asynchronous, confirming participants’ ability to detect SOAs
between audio and visual stimuli up to a certain limit [68]. Addition-
ally, our model shows that when audio is presented first (negative
SOA), participants perceive the stimuli as less synchronous. This is
in line with previous findings that show that mean PSS are usually
found to be video-leading [68, 73], and therefore by our definition,
positive. A common explanation is that we are accustomed to sound
preceding visual cues from the same source given that sound travels
slower than light [73]. Further, the significant interaction between
soa_negative and absolute_soa and our investigation of estimated
marginal means suggest that the decline in synchrony judgements
as SOA increases is more pronounced when the audio precedes the
visual stimulus. Distance covered by the visual stimulus was found
to not significantly influence synchrony ratings, indicating that
participants primarily relied on the timing between the auditory
and visual stimuli rather than the extent of the visual movement to
judge synchrony.

Our analysis of the synchrony judgement parameters (cf. Sec-
tion 4.2) reveals that while the WSS and the decision range were
not significantly influenced by stimulus frequency, the PSS was.

Specifically, a shift of approximately 20 ms was observed, indi-
cating that at higher frequencies, participants tended to perceive
synchrony when the sound slightly lagged behind the visual stimu-
lus. This may be because at higher frequencies, the integration of
audiovisual inputs becomes more demanding, and the brain might
adjust by tolerating a slight audio lag to perceive synchrony. Fur-
thermore, decision times were significantly longer for the 0.5 Hz
condition. This is, however, likely because more time was required
for observing a given number of stimulus occurrences compared to
the 1 Hz and 2 Hz conditions.

Overall, our results suggest that participants are more forgiv-
ing of audiovisual asynchronies at higher frequencies, particularly
when the audio lags behind the visual stimulus. This can have
practical implications for scenarios where network latency leads
to such asynchronies, as higher frequencies may more effectively
mask these discrepancies. However, there is a general trend towards
lower synchrony ratings at higher frequencies, suggesting that al-
though the brain can adapt to slight delays, synchrony perception
still becomes more difficult as the pace of the stimuli increases.

5.2 Mean Pupil Dilation
The analysis of mean pupil dilation revealed that absolute SOA
significantly affects pupil diameter, even though the estimate is
close to zero since we decided against standardizing variables for
the sake of better interpretability of the estimates. Specifically, a
non-rounded coefficient of 1.724e-04 suggests that, assuming other
predictors remain constant, pupil diameter increases by approx-
imately 0.0001724 mm per 1 ms SOA. As SOA increases by 100
ms, pupil dilation grows by around 0.02 mm, which falls within a
plausible range for such changes. This effect aligns with our results
on subjective synchrony perception, where a one-point decrease
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in the synchrony rating on a four-step Likert scale corresponds to
a 0.02 mm increase in pupil diameter. These results confirm that
the primary observations by Skaansar et al. [66] regarding pupil
dilation in response to musical asynchronies extend to audiovisual
stimuli as well. Both actual and subjective asynchronies are associ-
ated with increased pupil dilation, which Skaansar et al. attribute to
the heightened cognitive workload caused by asynchronies that de-
mand a broader attentional focus. The dilation may also be related
to a violation of expectations, as observed when audio is perceived
too early or delayed – a pattern supported by previous research on
pupil dilation [4, 36, 54].

Interestingly, SOAs where the audio plays before the visual stim-
ulus are linked to smaller pupil diameters than those where the
audio is delayed, reflecting a close relationship between pupil dila-
tion and perceived asynchrony, as synchrony judgements show the
corresponding effect of steeper slopes for negative SOAs (cf. Fig-
ure 2 and Table 2) Additionally, higher frequencies were found to
increase pupil dilation, likely due to the corresponding increase in
stimulus speed, which has been shown to cause pupil dilation [14].
The interaction effect between synchrony judgement and frequency
suggests that as frequency increases, its influence on pupil dilation
diminishes. This might be because frequency-induced dilation is
bound by physiological limits. Lastly, the results also indicate that
greater distances are associated with smaller pupil diameters, a
surprising outcome that may reflect complex attentional dynamics.

These results suggest that pupil dilation might be used as a
non-invasive indicator of perceived audiovisual asynchrony in in-
teractive systems such as virtual reality, remote communication
or collaborative systems. Tracking pupil responses could enable
real-time adjustments to increase perceived synchrony and user
experience. The relationship between frequency and pupil dila-
tion also suggests that higher frequency interactions place greater
cognitive demands on users.

5.3 Mean Gaze-Target Distance
The results (cf. Table 2 and Figure 4) indicate that higher SOAs
and correspondingly lower subjective synchrony ratings, lead to an
increased lag in Smooth Pursuit Eye Movements (SPEM). Specifi-
cally, a decrease in the synchrony rating by one step on a four-step
Likert scale is associated with a 0.20 degree increase in SPEM lag,
potentially reflecting a compensatory adjustment in gaze to match
the delayed stimulus. This underlines earlier findings that SPEM
play a central role in the processing of synchrony and anticipation
of stimuli [41, 63].

Our models further suggests that SPEM tends to lag behind the
fixation cross for larger distances and higher frequencies, while at
the slower frequency of 0.5 Hz, SPEM tends to precede the target.
This is expected since both higher frequencies and larger distances
are linked to increased velocity, likely making it harder for the gaze
to keep up with the stimulus. This increased lag of SPEM for higher
frequencies was already shown in early work on eye tracking [37].
However, in contrast to our results, they found no significant influ-
ence of distance. Additionally, the interaction between synchrony
ratings and frequency mirrors the findings for pupil dilation: at
higher frequencies like 2 Hz, the accuracy of eye movements is
constrained, even when the stimuli are perceived as synchronous.

5.4 Limitations and Future Work
Initially, our study was designed to be more application-focused,
incorporating user interaction and stimuli that more closely mir-
ror typical HCI environments. However, we quickly realized that
foundational research was necessary first to better understand the
perception of audio-visual latency and determine whether implicit
eye-tracking measures even have the potential to be an indicator
of perceived stimulus asynchrony. Consequently, we shifted to a
controlled laboratory approach to build a robust foundation for
future application-oriented studies.

It has to be acknowledged that 87.65% of our pupil baseline
measurements were smaller than the standard range of 3-7 mm,
likely due to the brightness of the experimental environment. Al-
though measures were taken to ensure uniform lighting conditions,
the overall brightness may have been too high, possibly affect-
ing the pupil dilation results. However, our results are consistent
with previous research on pupil dilation and audio synchrony [66].
In addition, no major deviations from the identified trends were
observed, indicating the robustness of our results.

Due to the exclusion of one participant who rated all stimuli
as synchronous, our study was not fully crossed. Although this
slightly unbalanced design may have led to minor variations, we
believe that it did not significantly affect the overall results as the
randomisation and counterbalancing of conditions ensured that
the key factors of interest were still appropriately tested across all
participants. The robustness of the observed effects suggests that
the exclusion did not affect the analysis results or the conclusions
drawn from the study.

As discussed in Section 2.1, latency perception varies signifi-
cantly depending on the task and stimuli, raising the need for future
work to assess the applicability of our results to more realistic sce-
narios. Nevertheless, the proposed implicit eye-tracking measures
could potentially provide real-time insights into synchrony per-
ception across diverse scenarios, reducing the need for exhaustive
prior testing of every variant.

Although our work shows that there is a link between the per-
ception of asynchrony, pupil dilation and SPEM, further research is
needed before these measures can be used as a reliable indicator of
perceived latency in systems.

It is important to note that pupil dilation is a nonspecific mea-
sure that cannot distinguish between cognitive load caused by task
difficulty, other external factors, or perceived latency itself. There-
fore, this measure can only be reliably applied in scenarios where
cognitive load from non-latency-related sources remains relatively
stable.

Pupil diameter is also known to be influenced by numerous other
factors, like pupil light reflex or physical movement. However, prior
work on rhythmic audio stimuli suggests that pupil responses con-
tinue to reflect timing differences even when users are actively en-
gaging in rhythmic actions [66], indicating that these physiological
markers hold potential for application in more complex, interac-
tive contexts. Additionally, recent research demonstrates that it
is possible to account for the influence of light by subtracting its
effects [56]. In VR applications, this is particularly straightforward
as the lighting of the environment is fully controlled at all times
[53]. Similarly, artefacts caused by physical movements could also
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be mitigated using VR’s body-tracking capabilities, which provide
detailed information on the user’s activity.

Nonetheless, it remains to be shown that our results extend be-
yond the controlled laboratory environment, especially in more
dynamic and interactive contexts like social VR, or when using
more realistic stimuli, such as songs with varying beats per minute
(bpm). Future work should examine the impact of user interaction
and movement on latency perception, for instance, by having par-
ticipants wave in rhythm with an avatar. This would help identify
potential changes in latency thresholds and assess how physical
activity influences eye-tracking measurements as an implicit indica-
tor of perceived asynchrony in rhythmic stimuli. We are currently
planning a follow-up study to address these questions and to in-
vestigate further how we can enhance feelings of closeness in HCI
applications, despite the unavoidable impact of latency.

6 Conclusion
In summary, this study simulated latency to investigate fundamen-
tal principles of synchrony perception in rhythmic audiovisual
stimuli within computer-mediated contexts. We demonstrate that
both the SOA (simulated latency) and frequency have a significant
influence on synchrony judgements, pupil dilation and smooth
pursuit eye movements.

Our results confirm findings from related work that audio which
lags behind a video is perceived as more synchronous compared
to the opposite case (video lagging behind audio). In addition, we
found that frequency significantly affects the point of subjective
synchrony, with higher frequencies shifting the PSS by up to 19.4
ms in the direction of audio lagging video. Building on our findings,
we can derive recommendations for practical applications that lever-
age IMS by tailoring the synchronization rhythm to specific use
cases. Medium to higher frequencies (1 Hz and 2 Hz, corresponding
to 60 bpm and 120 bpm songs) may be more suitable for scenar-
ios where the audio lags behind the video, for instance, a remote
orchestra responding to local movements of a conductor or when
remote musicians play music dynamically based on the movement
of dancers. In contrast, lower frequencies (0.5 Hz, corresponding
to 30 bpm) may be better suited for settings where video follows
audio, such as dancing or work-outs to a globally synchronized
beat.

We found that both actual and perceived asynchronies were
associated with increased pupil dilation and a greater lag in eye
movements. Our results suggest that eye-tracking data, such as
pupil dilation and SPEM, can serve as physiological indicators of
perceived asynchrony. This holds potential to improve real-time in-
teractions in HCI systems, particularly in remote collaboration and
communication, where precise timing and synchrony are impor-
tant. For example, physiological measurements could indicate when
users no longer perceive an interaction as synchronous, which is
context-dependent and influenced by the virtual environment, the
nature of the interaction, or interactivity levels. Relying solely on
fixed latency thresholds may not be sufficient, as synchrony percep-
tion varies in different settings and individuals. In adaptive systems,
these indicators could enable dynamic adjustments, such as reduc-
ing network traffic by lowering video resolution or compressing

data, or applying latency-masking techniques to maintain the sense
of synchrony.

As mentioned in Section 5.4, it remains a challenge to distin-
guish pupil changes caused by asynchrony from those due to task
difficulty or other sources of cognitive load. This also means that
when using pupil diameter as a measure of task load in computer-
mediated, latency-affected contexts, it is important to consider that
observed pupil dilation could also originate from perceived asyn-
chrony, as demonstrated in our study. Nevertheless, pupillometry
offers significant advantages: it is highly non-intrusive, readily
available in HCI contexts through screen-based eye trackers, and
allows for real-time monitoring, making it a potentially valuable
tool to detect perceived latency if it proves effective in real-world
applications.

In summary, this study suggests that eye-tracking data can serve
as an implicit measure of perceived asynchrony and emphasizes
the need for frequency-specific design in computer-mediated inter-
actions, with medium to higher frequencies favoring audio-lagging-
video contexts and lower frequencies suiting video-lagging-audio
scenarios. Future research should study our results in more realistic
and immersive scenarios to assess their effect on entrainment for
increasing the sense of community and closeness.
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