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Abstract—Virtual Reality (VR) enables users to meet, converse,
and collaborate in shared virtual environments. For such commu-
nication systems, many system factors can affect user experience
and perception. To effectively allocate system resources, under-
standing of the relative influence of such factors is required. One
important factor is a spatial auralization, which has been shown
to elevate users’ experience in traditional and single-user VR
systems. However, its effect in multi-party social VR has not been
fully investigated. In this work, we conducted a study assessing
the effect of spatial audio on audiovisual plausibility and presence
perception in a three-user interactive communication scenario.
Triads of participants perform a collaborative conversation task
under three conditions: a VR condition with binaural spatial
audio, a VR condition with simple diotic audio, and a real-world
reference condition. This paper presents the results of the study
based on questionnaire-based evaluation.

Index Terms—Virtual Reality, Subjective Evaluation, Spatial
Audio, Plausibility, Social Presence, Conversation User Study

I. INTRODUCTION

Emerging immersive communication systems, such as social
VR, allow users to meet and work together in shared Virtual
Environments (VEs), enabling close-to-real-life interactions
beyond the limitations of traditional systems. With many
system factors affecting experience and perception in this
context [1], a realistic auditory representation is one important
factor that is typically not considered or evaluated in multi-
user studies [2, 3, 4]. A positive effect of spatial audio on a.o.
Quality of Experience (QoE), psychological immersion and
cognitive load has been shown in listening situations [5, 6], tra-
ditional media [7, 8] and single-user VR [9, 10, 11]. For social
VR, relevant quality indicators also include social presence
(c.f., e.g. [2, 3, 4]) and (audiovisual) plausibility [12], typically
assessed with direct questionnaire-based methods like the
Networked Minds Social Presence Inventory (NM-SPI) [13].
Investigating communication and the impact of the auralization
method in multi-party VEs depends on the employed scenario
and context, with increasing effect for higher scene complex-
ities [6]. Therefore, in this work we investigate the effect of
spatial audio on social presence and audiovisual plausibility
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Fig. 1: Survival game task implementation in triadic VR.

in VR with three interlocutors and compare it to a real-
world reference. Since dyadic studies in spaces of low acoustic
complexity show little effect [14], we increase complexity to
a triadic scenario. To realize the reference condition, the study
was conducted in low-reverberant lab rooms and matching
VE to avoid bias through different audiovisual appearance and
salience in diverging virtual and real environments.

Our research led to the following contributions:
• a novel realization of an established conversation task,

adapted for multi-party VR and real-world replication;
• a conversation study investigating the role of spatial

audio in immersive triadic communication scenarios with
comparison to a real-world interaction.

II. STUDY DESCRIPTION

Since this work aims to evaluate the influence of spatial
audio reproduction on communication in three-user VR scenar-
ios, we designed a study based on an interactive conversation
task that asked participants to rate communication experience
with and without spatial audio.

A. Study Design and Task

The study undertaken by each triad consisted of three trials
in a within-subject design: a VR condition with diotic, non-
spatial audio (DIOTIC); a VR condition with binaural spatial
audio (SPATIAL); and a real-world interaction (REAL).

The employed task was adapted for room-scale VR from
the Survival Task in ITU-T Rec. P.1301 Appx.VI [15, 16]
originally designed for multi-party assessment of traditional
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Fig. 2: Survival game study scene and setup in VR and REAL.

telemeeting systems. The participants’ goal is to select six out
of twelve presented items that would best help the group to
survive in the given situation (e.g. being lost in the desert
after a plane crash). The task ended when six items were
placed in the marked area, or when 6 minutes elapsed. Instead
of presenting information separately to participants on paper,
this spatialized VR version presents the survival items, the
scenario description and a marked space for the selected
objects inside the VE, as shown in Fig. 1. The survival items
are represented as manipulable boxes (11×11x10cm), with
an image of the survival item on the top and a short item
description on the front. Scenario descriptions and items of
the three scenarios desert, winter and sea were used unaltered
from the recommendation. The item illustrations were updated
with higher resolution imagery to better fit the VE used here.
The boxes were distributed on the floor facing inward, towards
the starting positions of participants, requiring spatial and
rotational exploration. In the REAL condition, the scenario
description was printed on a large sheet and the items were
crafted out of cardboard boxes matching the VR counterparts
in appearance, size and position (c.f. Fig 2).

A greco-latin square design was employed to counterbalance
the ordering of conditions and survival scenarios.

B. Procedure

After arrival, participants were asked to fill out a consent
form and a short demographic survey, which included ques-
tions on conversation partner familiarity, general perception
test experience, and hearing abilities. A Snellen test chart was
used for visual acuity screening. Each participant underwent
an Interpupillary Distance adjustment procedure to ensure
adequate stimuli presentation on their Head-Mounted Display
(HMD). A training phase preceded the study conditions, in
which participants performed a simplified version of the task
to gain familiarity with each other, the virtual scene, and the
equipment. After each condition, participants were asked to fill
out a digital questionnaire using the UNIPARK [17] platform,
followed by a short break. The experiment took up to 90 min
in total and participation was compensated with 18C.

C. Study Setup and Data Collection

The system used in the study is illustrated in Fig. 3 with the
symmetrically employed hardware components listed in Tab. I.
The system is driven by a Unity application that shares audio
and scene state over the network through Photon Unity Net-
working and Photon Voice 2 [18]. To control the experimental
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Fig. 3: Illustration of the symmetrical VR setup.

Component Employed Hardware
HMD Meta Quest 3 (Air Link Mode)
Air-Link Bridge D-Link DWA-F18
Headset Beyerdynamic DT290
Audio Interface MOTU M4
Wireless audio (analog) Sennheiser ew IEM G4 & Shure QLX-D
Tracking (REAL) HTC Vive Tracker 3.0 with SteamVR Base Station 2.0
Microphone (REAL) Shure MX150 lavalier mic
Desktop Computer: i7-13700K, 64GB RAM, NVidia RTX 4080, Win 11

TABLE I: Hardware components used for each participant.

flow, the bmlTUX framework [19] was used. Participants wore
an HMD to view and interact with the Unity application, which
rendered the VE. The avatars were animated by the tracked
positions of the HMD and the controllers.

Position-dynamic binaural audio is realized with an ex-
tended version of the open-source pyBinSim [20] renderer,
which receives position information and remote users’ trans-
mitted microphone signals from instances of a Unity Audio
Spatializer plugin [21], before returning the processed audio.
While the direct sound is dynamically synthesized with the
SADIE II Head-Related Transfer Function (HRTF) database
(subject D2 - Kemar) [22] and the speech directivity dataset
(female speech) provided in [23], the late reverberation is
based on a Binaural Room Impulse Response (BRIR) set
measured with a KEMAR 45ba head-and-torso simulator in
a room similar to the used laboratory. Direct sound energy is
scaled using the inverse distance law. Reverberation was not
position-dependent, since it was shown that similar approaches
lead to an equally plausible impression as an entirely measured
BRIR dataset, if close to a frontal sound source [24]. The
DIOTIC condition was realized directly in Unity without
rendering of distance attenuation or room characteristics. The
loudness was adjusted so that the average sound pressure level
at 1.5m distance is equal between the presented conditions.

For recording of individual speech and scene states, includ-
ing tracking data and study events, a Unity-based recording
plugin was implemented. In the REAL condition, the Unity
system was leveraged for consistent control and recording
of the experiment. Instead of using HMDs and headsets for
recording of speech and tracking data, each participant wore a
lavalier microphone and HTC Vive tracker on hands and head.

III. EVALUATION AND DISCUSSION

A total of 22 triads completed the study, equalling 66 par-
ticipants (42 male, 24 female, none diverse) aged 21-38 years



(µ=26.79, σ=3.72) and recruited from the university body.
While 16 triads were mixed in gender, five groups consisted of
three male and one group of three female participants. In nine
triads, participants reported no familiarity, and in four groups
all participants reported familiarity (acquaintance or higher).
In the remaining nine triads some degree of familiarity was
indicated between two persons, but one participant reported
no familiarity. An approval by the ethics commission of TU
Ilmenau was obtained ahead of the experiment.

After each trial, participants were asked to respond to a
series of questionnaires with 29 items in total. The first item
queried Overall Experience, which was rated on a five-point
absolute category rating scale. No significant effect was ob-
served. This was followed by 16 items from the NM-SPI [25,
13] (for Co-Presence, Perceived Message Understanding and
Mutual Assistance subscales), which were rated on a seven-
point Likert scale. After rejecting the normality assumption
with the Shapiro-Wilk test, the Wilcoxon Signed-Rank test
was performed. The results are presented in Fig. 4.

A further questionnaire with twelve items evaluated aspects
of audiovisual plausibility, like coherence, interaction and
quality (rated on a 1-7 Likert scale). With the normality
assumption not confirmed, the Mann-Whitney U test was
performed on the individual items. Ratings of three exemplary
items are depicted in Fig. 5. While there are tendencies for
increased social presence and plausibility aspects with spatial
over diotic audio in this communication context, a significant
effect is only found in comparison to the real-world condition.

After the experiment, participants were asked to rank the
trials. The most preferred and least preferred conditions and
scenarios are shown in Fig. 6. While REAL was strongly
preferred, DIOTIC was least preferred by a smaller margin.

While it is expected that the REAL condition is preferred
to the VR conditions in both the direct ranking and the
questionnaire results, the lack of evidence that the spatial
auralization condition is preferred over the diotic condition
is surprising. One factor that may limit the impact of spatial
auralization is the sensitivity of the evaluation methods to
changes in audio presentation, as naive listeners rated holistic
multi-modal metrics, without their attention being directed
towards specific system modalities. Differences may be re-
vealed through objective analysis of behavioral and physio-
logical measures. Another factor could be the low acoustic
scene and communication complexity; since the study was
performed in quiet, low-reverberance lab rooms and in small
groups, spatial auditory information might only be of limited
importance. Furthermore, the conversational task might require
a high cognitive load which could potentially shift attentional
allocation away from specific system aspects.

IV. CONCLUSION AND OUTLOOK

In this work, we assessed the impact of spatial audio in VR
communication, with reference to a real-world interaction. A
study with 66 participants was designed and conducted, in
which triads performed a spatialized version of the survival
task. Social presence, aspects of plausibility, and participant
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Fig. 4: Social presence results of three NM-SPI subscales.
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Fig. 5: Plausibility survey ratings of three exemplary items.

preferences were analyzed using subjective questionnaire-
based evaluation. While the spatial audio condition showed
tendencies for an increase in those metrics over the diotic con-
dition, a significant effect of the auralization method was not
found. Communication in the real world received significantly
higher ratings, and was overall most preferred.

To better understand the impact of spatial audio on VR
communication, we plan to analyse data collected in the study
using verbal and non-verbal behavioral metrics. In follow-up
studies, we aim to further increase acoustic scene and commu-
nication complexity by increasing the number of interlocutors.
We will also investigate the influence of visual realism by
employing volumetric avatars alongside spatial audio. Knowl-
edge gained will support informed allocation of computational
resources when designing social VR applications.
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Fig. 6: Participant preferences from rankings by trial number.
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